“AD-A148 809  NEUROCOGNITIYE PATTERN ANALYSIS OF AN AUDITORY AND
VISUAL NUMERIC HOTOR C.. (U)> EEG SYSTEMS LAB SAN
FRANCISCO CA R GEVINS ET AL. OCT 84 RFOSR TR 84 118?
UNCLASSIFIED F49620-82-K-8086




FRTGATIE LA Iy

« "s.'a 2 s

=

Eowl M S & Fa i Bl B Al el S S A, & A

-

EEFFETTTT

2l =B

-
_ —
EEEE ME

S
=

MICROCOPY RESOLUTION TEST CHART
NATIONAL BUREAU OF STANDARDS-1963-A

\‘-
AN,




1855 FOLSOM ST, SUITE 610
SAN FRANCISCO, CA 94103
(415) 621-8343

OCTOBER 1984

NEUROCOGNITIVE PATTERN ANALYSIS
OF AN AUDITORY AND VISUAL NUMERIC MOTOR CONTROL TASK,
PART 1: DEVELOPMENT OF METHODS

FINAL REPORT AFOSR CONTRACT F49620-82-K-0006

22 FEB 82 TO 30 SEPT 84

Dr. Alfred R. Fregly, Project Contract Officer
Directorate of Life Sciences
AFOSR -

Bolling AFB, D.C. 20332

N
©
o0
3
hy
Q
<

DTIC

ELECTE
DEC 14 1984

M";’. ﬁ(fa‘_‘

A. Geving, Director

Approved for public releases
distribution unlimited.

84 12 05 010

A non-profs laboratory dedicaed 10 research on the higher cognitive functions of the human brain

___________
......




I REPORT DOCUMENTATION PAGE

s REPORT SECURITY CLASSIFICATION 1. RESTRICTIVE MARKINGS
UNCLASSIFIED

R
SECURITY CLASBIFICATION AUTHORITY 3. DISTRIBUTION/AVAILABILITY OF REPORT
APPROVED FOR PUBLIC RELEASE,

OECLASBIPICATION/OOWNGRADING SCHEDULE | DISTRIBUTION UNLIMITED.

PEAFORMING ORGANIZATION REPOART NUMBER(S) S. MONITORING ORGANIZATION REPOAT NUMBER(S)

AFOSRO2 AFOSR-TR- 84-1107

PERFORMING ORGANIZATION ORFICE SYMBOL To. NAME OF MONITORING ORGANIZATION
EEC SYSTEMS LABORATORY (1F eppticadie) ‘DIRECTORATE OF LIFE SCIENCES, AFOSR
BOLLING AFB, D.C. 20332

7b. ADODRESS (City, State end ZIP Code)

ADDRESS (City, Siate end ZIP Code)

1855 FOLSOM STREET
SAN FRANCISCO, CA 94103

NAME orz:uuot:‘mmsoamc r c:"u:t SYMBOL 9. PROCUREMENT INSTRUMENT 1IDENTIFICATION NUMBER
ORGANIZATI (i1 eppliceble)
F49620-82-K-0006
SqML 47 $F ‘Z

ADORESS (City, Stets and ZIP Code)

10. SOURCE OF FUNDING NOS.

PROGRAM 1 PROJECT TASK WORK UNIT
ELEMENT NO. NO. NO. NO.
F“?' sive ' PATIERN ANALYSIS OF AN AUDITORY AND VISUAL NUMERIC MOTOR CONTROL TASK,

M L R3]

z.M.AU‘moam GEVINS, ALAN S.; BRESSLER, STEVEN L.; CUTILLO, BRIAN A.; DOYLE, JOSEPH,C.;

RGANL _NELOON H.3 ZELILIN, GERA

) M

TYPE OF REPORT . 130 TIME CFVERED 14. DATE OF REPORT (Yr., Mo., Dey) 18. PAGE COUNT
FINAL snom 82FEB22 1084SEP30 840CT31 90
SUPPLEMENTARY NOTATION — -

7. cgc_am CODES 18. SUBJECT TERMS (Continue on reverse if necesssry and identify by block number)
(T B Su2. 98, PLEASE SEE ATTACHED SHEET ENTITLED "SUPPLEMENT TO FORM
T DD 1473", SECTION 18: SUBJECT TERMS (1 page)

ABSTRACT (Continue on reverse if necessary end identify by block number)

PLEASE SEE ATTACHED SHEETS ENTITLED "ABSTRACT" (2 pages)

0. DISTRIGUTION/AVAILABILITY OF ASSTRACT 21. ABSTRACT SECURITY CLASSIFICATION ~—
cLassiriso/unLiMiTeo EK same as rer. O ovic usans O UNCLASSIFIED
NAME OF AESPONSISLE INDIVIDUAL 220, TELEPHONE NUMBER 22¢. OFFICE SYMBOL
(Inciude Aree Code)
ALFRED FREGLY (202) 767-5024 AFOSR/NL




SETLRENT 10 VN 9 147) 4 TOM: UMCLASSIFIED * o
SECTION 19: GURVUCT TENG

functional mneurcamatomy ERG time-varying processes
higher brain fumctioms ovoked potentials spatial analysis
human performsnce digital signal proceseing current source density
brain models statistical pattern recognition Wigner distribution

parallel processing artifact rejection

AIR FORCE OFFICE OF SCTENTIFIC RESEAR® (2P
NOTICROP TRANS 7777 1 T°7LQ
This te~vr. i~ - : L

approved s “ice
Distritautlin- . -+ L .4 ot
MATTBEW J. hind
Chief, Techonical InforwationDivision
e e e T S T N Sy T A T e




November 12, 1984 (60)

EEG SYSTEMB LABORATORY, CONTRACT NO.F498208‘:K-000"
AFOSR (FY82-84)
ABSTRACT

[

v

New advanoces in understanding human neurocognitive functions must come
from new technoiogies for measuring split-second changes in event
related eleotrical and magnetioc fields which may soon complement the
anatomical Information produced by CT and NMR brain scans and the
static metabolic images of PET socans.

As a oontribution to this effort, the EEGSL is developing the method
of Neuroocognitive Pattern (NCP) Analysis to study both simple and
complex cognitive tasks: A number of previous findings suggest that
neither strictiy loocalizationist (“single equivalent dipole®) nor
equipotentialist (“hologram") models of neurocognitive processing are
realistic. Rather, a more appropriate mode! seems to ba a distributed
computational network in whioh there is continuous communication
between many paraliel, specialized processing elements, In order to
better measure and mode! these complex processes, the initial thirty
months of this projeot foocused on developing experimental tasks and
advanced recording and analysis toohnolooios./§;190 following
milestones were achievad:s

1) Development of a 6-second bimodal tashk whioh systematiocally
manipulates funotional relations between sensory, motor and
assoclation cortical areas by varying the expected and actual sensory
modality of numeric stimuli requiring a precise isomatric finger
response and resulting in feedbaock about response aocuracy. This
extends the observation epoch beyond the 1-seocond interval most
commonly used in event related potential (ERP) studiesy

2) Implementation of a system for on-line recording and monitoring of
up to 64 brain potential (BP) channels, for improved spatial sampling,

as well as eye movement (E0G), muscle potential (EM3), heart rate and
respiration signails;

?) Impiementation of a ourrent source density transform to convert
sosip eleotric fieid distributions into measures of current fliow into
and out of the brain, The effeot of the reference electrode is

el iminated, and localization is improveds

4) Expansion of the ADIEEG Analysis system to a 684 channe! oapacity.
implementation of an analysis executive for automated execution of
suiti-stage analyses applied to S00 megabyte data sets:. This makes
detailed analysis of an unprecedented amount of data possiblej
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3) Development of improved spectral algorithms to remove
contamination by eye-movement potentials from single-trial BP datag

8) Development of improved methods of averaged evoked time series
analysis, inoluding:

a) A simple aigorithm for ERP estimation which achieves a
substantially higher signal-to-noise ratio without the imposition of 2
priori presumptions about the oharacteristics of event-related signal
ocomponents}

b) The ¢irst application of Wigner (time/frequency domain)
distributions to study split-second ohanges in the fraquency
composition of evoked time series. This promises to be a useful

research tool which provides complementary information to that
obtained from traditional time-domain measuresj

7) Development of improved methods for single-trial pattern
recognition analysis, including:

a) A rapid single-channel scanning measure to select trials,
intervals and channels with task-related signals for further analysisy

b) A statistical “baseiine” estimation proocedure which provides a
nearly neutral reference data set against which to compare
event-realated patterns. This eliminates the necessity of using
questionable “resting state” or prestimulus basel ines;

8) Trial appliocation of ail of the above to a set of data oconsisting

of about 300 trials of an auditory and visual parceptuomotor task
recorded with 48 BP channelis.

Note: Items 2-7 were also sponsored by the Office of Naval Research,

the Air Foroe Sochool of Aesrospace Medicine, and the National Science
Foundation.
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A. Senior Sciantific Personnel of the EEG Systems Laborgtory

Steven L. Bressler, Neurophysiologist
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Josaph C. Doyle, Biophysiocist

Alan 8, Gevins, Director

Nelson H. Morgan, Electrical Engineer

Ronaid K. Stone; Neurologist and Psychiatrist
Gerald M, Zeitlin, Computer Systems Engineer

B. Publicationss 1983 - In Press

1. Gevins, A.S., Sohaffer, R.E» DOY... JeCey Cutililo, B.A.y
Tannehill, R.L+ and Bressier, S.L. Shadows of thoughts: Rapidly
changing, asymmetric, brain potential patterns of a brief visuomotor
task. Sgience., 1983, 220, 97-99.,

2, Gevins, A,S. Brain potential evidence for lateralization
of higher ocognitive functions. In J.B. Hellige (Ed.), Cerebral

Hemisphere Method, Iheorv and Appligatigon: Praeger Press,
1983, 335-382.

8. @Qersoh, W., Gavins, A.S:, and Kitagawa, G, Multivariate,
time varying autoregressive modeling of nonstationary covarishce time

series. Proc. IEEE Conf. on Computers, Design and Control, 1983, New
York, IEEE Press.

4, Gevins, A:.S, Overview of the human brain as a distributed

computing network. Prog. IEEE Conf. on Computer Desian, 1983, New
York,; |EEE Press, pp. 13-13,

3. Gevins, A.8:. and Morgan N.M. Ignorance-based systems.

Prog. IEEE Conf. » Speech and Sianal Progcessing, 1984, New
York, I|EEE Press, pp. 39A,.5.1-39A. 5.4,

8. Gevins, A:8S.y Doyle, J:.C,y Cutitlio, B.A.y Schaffer, R.E.,
Tannehill, R.S:, and Bresslier, S.L:. Neurocognitive pattern analysis of
&8 visuospatial task: rapidliy-shifting foci of evoked correlations

between ejeotrodes., Paychophysiology, 1984, In Press.,

7. @evins, A,S, Quantitative human neurophysiology. In,

H.J. Hannay (Ed.), Experimental Teohniaues in Human NeuropsyoholoQy,
Oxford Press, 1984, In Press.

8. Gevins, A.8, Rapidly shifting fooi of single trial
evokad correiations during a brief visuospatial task revealed by
Neurocognitive Pattern Analysis. Prog, EPIC Vil,» 1983, and
Elegtroengeph. Clin: Neurophvsiol,s» In Press.
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9. Gevins, A,S. Spatial electrical patterns of higher brain

funotions. Proc. Third European EEG Conference, 1983, anag
Elecsroanceph. Ciin. Neurophysiol..» In Press.

10, Gevins, A:S:. Analysis of the electromagnetic signals of
the human brain: milestones, obstaclies and goals., JEEE Yrans.on
Biomedical Eng., 1984, In Press,

C. Maior Presentations by A. Gevins: 1982-1964

t« Symposium Chairman, American Association for the
Advancement of Science, Washington, D.C., 1982,

2. Symposium Chairman, Winter Conference on Brain Research,
Steamboat Springs, 1982,

3. Special Invited Lecturer, int. Conf. Neuropsychology,
Pittsburg, 1982,

4. Invited Speaker, Society for Biological Psychiatry, New
York, 1983,

3. Symposium Chairman, 1EEE Int. Conf. on Computer Design,
New York, 1983,

6. invitad Lecturer, Third European EEG Conference,; Basle,
1983,

7. Plenary speaker, ONR Workshop on Analysis of Biomagnetic
Signals, Los Angeles, 1984,

0. Summary of Research Program and Resuits
1. Qverview

It is & great testimony to the inventive genius of the first
genaration of psychophysiologists that so much has been iearned from
averaged evoked potentials with modest recording and analysis
technologies. Howaver, current pessimism expressed by many
neuroscientists about future gains from this |line of research seems
justified: It does not seem likely that major advances in
understanding mass neural aotion and human higher brain functions will
result from continued application of essentiailly twenty-year-oid

exper imental paradigms, and recording and analysis technologies.
Amazingly, most psychophysiologists are content to study variations in
one or two averaged evoked potential peaks, and dismiss or even oppose
the development of more advanced technologies., It is obvious that
this sttitude will soon lead to obscurity: Fortunately, there is a
growing impetus for developing technologies to measure split-second
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changes in functional neurocanatomy to compiement the anatomical images
generated by CT and NMR brain scans, and the static metabolic images
* of PET scans.

Neuroscientists who are accustomed to relating the activity of a few
neurons to aspects of beahavior should take pause to consider the
future of their own |ine of research: Simultaneous recording of even
u a few dozen neaurons will not reveal the emergent properties of
functional neural masses: As clearly demonstrated in Walter Freeman's
iatest studies (see below), appropriate measurement and analysis of A
field potentials reveals information not otherwise obtainable, ie. R
two-dimensional spatiotemporal electrical patterns which encode the e
specific properties of expected and perceived odors., Jhis amounts to

the demonstration of the existence of an “EEG code". While there are -
b no fundamental obstacles to extending this line of research to the ~79,

P .
NPT

neocortex, such work requires use of advanced recording and analytic
technologies, which unfortunately are foreign to most neuroscientists.,

|
Basic studies using animal models, particularily primate modeils, are ]
assential in studying mass neural action and basic perceptual, motor —or Do e
and cognitive processes. However, an animal model! for compliex human . @ 4
higher brain functions is not possiblie, I|f we are to study such
functions, with the goal of extending the limits of human performance,
it is necessary to advance the state of the art of methods for

studying human neurocognitive functioning: This will require an
interdisoiplinary effort in which recording and analytic techniques
with increased spatial resolution and source localization capability ®

are applied to experimental paradigms more closaly approximating
normal cogitive functioning.

As a contribution to this effort, the EEG Systems Laboratory is iﬁjﬁiﬁ
developing the method of Neurocognitive Pattern (NCP) Analysis for s
quantifying mass neural processes related to perceptuomotor and
cognitive aoctivities: At the same time, we are designing exper iments
for measuring seguyences of elementary cognitions while recording up to
64 brain potential (BP) channels and several other physiological
signals. Generically speaking, NCP Analysis currently consists of the
application of digital signal-processing techniques and statistical
pattern olassification analysis to extract smail task-related signals
from the obscuring background "noise” of the brain (Section 1.:0:5).

It is in & state of development at this time, but currentiy NCP
Analysis is applied to sets of single-trial time series in about 25
brief analysis intervals, 125 to 250 msec wide, for up to 64 BP
channels.

Several prior generations of NCP Analysis have been used to study both
simpie and compiex tasks, and a number of findings have resulited.
These resuits suggest that both strictiy localizationist (“singie
equivalent dipole”) and equipotentialist ("hologram") views of
neuraocognitive processes are unrealistio. Even simple tasks are
associated with rapidiy shifting, compliex mosaics of regional BP
patterns, and & more appropriate model of neurocognitive processing
might be a distribuyted computational network invoiving continuous
communication batween many specialized paraliel proocessing elements.
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Our research goal is to develop experimental paradigms and analytic
mathods to measure and model! these complex processes. ?

The initial thirty months of this project were directed toward
advancing the technology of recording and analysis of multi-channel
data obtained during perceptuomotor-cognitive tasks. The following
milestones were achieved: '

t) Development of a highly controllied 6 second bimodal task which
manipulated functional relations between sensory, association and
motor cortical areas by varying the expected and actual sensory
modality of numeric stimuli requiring a precise isometric finger
response and resulting in feedback about response accuracy (Section :
1) g 9

2) Development of a system for on-line recording of up to 64 BfP
channels for much improvaed spatiali sampling, as wel| as eye movements
(EOG), muscle potentials (EMG), heart rate and respiration signals
(Section V.A)}

3) Development of aigorithms and software to perform a current source
density (Laplacian) transform. This converts scalp electrical
potential distributions into measures of current flow into and out of
the brain at each electrode site: The effect of the reference
electrode is el iminated, and in many instances localization is e
improved (Section V.D); > 3

4) Expansion of the ADIEEG Analysis system to a 64-channel capacity.
Automation of multi-stepped analyses of 500 megabyte data sets
(Section V)

S) Oevelopment of improved eye-movement-filtering algorithms to »
remove contamination by eye movement potentials from single-trial data o
based on differences in spectral signatures between aye movements and
brain potentials (Section V.E.1). Compilation of a large data base of
artifacts for development of a new generation of automated artifact
rejection algorithms (Section V,E.2)}

€8) Development of improved methods of averaged evoked time series
analysis, including:

a) A simple algorithm for improved averaged
event-related potential (ERP) estimation which achieves a
substantially higher signal-to-noise ratio on fewer trials without the
imposition of 3 priori presumptions about the shape or exact time of
event-reliated signal components (Section V.B.1)}

b) Application of Wigner Distributions to study
split-second changes in the frequency composition of evoked time
series: This is the first application of this method to ERPs, and it
may prove to be a useful research tool research, complementing the e
information provided by traditional time-domain amplitude analysis
(Section V.B:2);

e e e - o TIPS
et T e Tt T Tt e e e e T Lt e e e e e e, Ca e e T N T N Y e e e T T T e T T T e TN
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7) Development of improved methods for single-trial pattern
recognition analysis, includingj

a) A rapid single-channel scanning measure to select
trials, intervalis and channels with task-reiated signais for further
analysis (Section V.A.1)3

b) A statistical “baseline” estimation procedure which
provides a nearly “neutrail” comparison data set against which to
compare event-reiated patterns (Section V.A.2.,b)¢ This el iminates the
necessity of using questionable “"resting state" or prestimuius
‘basaelines”;

8) Trial application of all of the above to a set of data consisting
of about 300 trials of an auditory and visual perceptuomotor task
recorded with 49 BP channels (Sections 11l & V).

lechnical and sxperimental develooments described above
NOTE: It must be understood that scaip-recorded potentials, even
unaveraged time series, are not necessarily cortical in origin. Until
the issue of source localization is better understood, conventional
soalp designations for electrode positions, which refer to underiying
cortical areas, should not be taken to imply measurement of the
activity of those cortical areas:. For convenience, we use the
conventional scalp designations subject to this caveat.

8. Compiex perceptuomotor and cognitive activities such
as reading and writing produce ynique, spatially differentiated scalp
EEG spectral patterns. These patterns had sufficient specificity to
identify the type of task (EEG Cliin. Neurophysiol, 47:693-703, 1979).
These results agree with previous reports of hemispheric
lateralization of “spatial” and "linguistic™ processing.

b, When tasks are controlliad for stimulus, response and
performance-related factors, compiex cognitive activities such as
arithmetic, letter substitution and mental rotation have identical,
spatially diffuse EEG spectral scalp distributions. Compared with
staring at a dot, such tasks had approximately 10% reductions in alpha
and beta band spectral intensities (EEG Clin., Neurophygiol, 47:
T04-710, 1979; Science 203:665-668, 1979). This reduction may be an
index of task workioad. Since no patterns of hemispheric

iateralization were found, this study suggests that previous and most

current reports of EEG hemispheric lateralization may have confounded

electrioal activity related to |imb and eye movements and arousal with
those of mental activity par se (Scigence 207:1005-1008, 1980).

o6, 8Split-second visuomotor tasks, controllied so that
only the type of judgment varied, are associated with compiex, rapidly
shifting patterns of inter-electrode correlation of single-trial brain
potential timeseries: Differences between spatial and numerio
judgments were evident in the task-cued prestimulus interval. Complex
and often lateralized patterns of task-related correlation changea
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with split-second rapidity from stimuius onset to just prior to
response, at which time there was no difference between tasks |
213:918-922, 1981), This suggests that once task-specific perceptual
and cognitive processing were complieted, a motor program common to
both tasks was being executed.

d. Rapidly shifting, focal patterns of difference
between tasks can be extracted with NCP Analysis. The move and no-move
variants of a split-seccnd visuospatial juagment task, which differed
in expectation, in type of judgment, and in response (move or
no-move), ware associated with distinctly different patterns of
single-trial evoked correliation between channels (Science 220:97-99,
1983; Payghophysioloay, 1984, In press). These results concur with
neuropsychological models of these tasks derived from functional
deficits of patients with localized lesions:. They suggest that
although simple parceptuomotor tasks are associated with a complex,
dynamic mosaic of BP patterns, it is possible to isoiate foci of
maximal differences between tasks. It is clear that without a
split-second temporal resolution it is not possible to isolate rapidiy
shifting lateralizations which are presumably associated with stages
of perceptual, cognitive, and efferent processing.

e+ The focal patterns of evoked correlation derived by
NCP Analysis significantly distinguished the single-trial data of 7 of
the 9 people in the above study:. This suggests that consistent
neurocognitive processes were measured in the majority of right-handed

mala research participants (Pgychophygsioloqy, 1984, In Press).

3. Similarities and Differences Between Our New Experimental
Paradigms and Anaivyses and Conventionai ERP Techniques

Our experiments and analyses are groundaed on the body of information
gained from ERP research and have the same underlying goal: to resoive
spatially and temporally overlapping, task-related neural processes.
Our approach differs in several ways from the currentiy popular ERP
paradigms which: a) require a differential judgment between task
relevant and irrelevant (usuaily rare and frequent) stimuli; b) then
extract a few features from averaged ERPs by peak picking or principal
components analiysis (PCA); and ¢c) perform hypothesis testing on the
features with ANOVA. First, because neurocognitive processes are
compiex, wa are concerned with spatiotemporal task-related activity
recorded by many {(currently up to 64) electrodes in many (currently
sbout 23) time intervals spanning a six-second period extending from
before a cue, through stimulus and response, to presentation of
feedback. By contrast, most ERP experiments are concerned with
measurement of one to a few “"components” associated with a single
stimulius or response registration in a few channels in an epoch under
one second. Additionally, NCP Analysis quantifies neurocognitive
sctivity in terms of a variety of parameters, rather than just
amplitude and latency of ERP peaks: This increased dimensionality of
parametrization may facilitate the measurement of subtler aspects of
neurocognitive processes:. Second, the questionable assumption of a
multivariate normal distribution of BP is not made in NCP Analysis,

e
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Third, feature extraction and hypothesis testing are performed as a
single process whioh determines the differences in signal properties
between the conditions of an experiment, or their differences with
respect to a “baseline”, We think that this is more effective than
feature extraction techniques such as PCA, which are based on possibly
irrelevant criteria such as statistical independence of features
regardiess of discriminating power:. Fourth, in NCP Anaiysis
task-related patterns of consistency are extracted from sets of
single-trial data. Significant results may be obtained as long as
there is a2 pattern of consistent difference, eaven when the means of
the two data sets are not significantly different.

These aspects of our experimental paradigm and NCP Analysis may enable
us to resolve previousliy unseen neurocognitive signals from the
overriding unrelated background activity of the brain, leading to a
better understanding of mass neural processes of human goal-oriented
behaviors: However, this approach is not without its cost, It
currently takes 2-3 technicians to run an experiment with 64 channels,
Manually editing this data for artifacts is time consuming but
necessary, NCP Analysis requires orders of magnitude more computing
than PCA and ANOVA. Because of the sensitivity of NCP Analysis,
highly control led experimental paradigms are requiraed to assure that
the results are truly related to the hypothesis and not to spurious

factors. (The process of developing one such task is described in
Section i)

Performing these experiments and analyses requires a far greater
alloocation of affort and resources than conventional ERP experiments,
and although we have obtained several promising resuits with previous
genarations of NCP Analysis, we must caution that “the jury is stiil
out®, |If resuits in the next several years prove that this new
approach is really worthwhile, it witl be possible to optimize and
standardize our methods and analysis for application by other
laboratories; using current generation high- pcrformanoc
supermiorocomputer systems.

4. Evoked Correlations Hetween Scalp Electrodes

For the past few years we have concentrated on a measure of waveshape
similarity (crosscorrelation) between time series from pairs of
electrodes: The crosscorrelation approach is based on the hypothesis
that when areas of the brain are functionaliy reiated there is a
oconsistent pattern of waveshape similarity between their
macropotentials. There are a number of considerations in interpreting
correlation patterns of scalp recordings, such as volume conduction
from subcortical sources and driving by distant generators. Some of
the ambiguities may be mitigated by careful experimental design, but
the neurophysiological interpretation of correlation patterns 18 an
unsettied issue., We are engaged in collaborative studies using
primate modelis and using MEG recordings to address this issue. The

methods and resuits of these studies will be described in future
reports.,

5. Current Procedures Used in NCP Analvsis
10
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We use the generic term NCP Analysis to refer to the multi-stepped
analysis we have been deveaioping to extract task-related
spatiotemporal patterns from the unreiated "noise" of the brain.
There have been two prior generations of NCP Analysis. The first
measured background EEG spectral intensities from 8 channels while
peoplie performed compiex tasks, such as arithmetic problems, iasting
up to a minute. The second measured crosscorreiations betwaen 91
pairwise combinations of 13 electrodes recorded during performance of
simple split-second perceptuomotor tasks. A third generation is
currently nearing compietion which oparates on up to 64 channels
recorded during a controlled sequence of stimuli in which a person
prepares for and executes perceptual judgment and motor control tasks
and receives performance feadback. Because of the large size of these
single-trial data sets (up to 100 megabytes for each person), sevaral
passes through the data are required to compiete the analysis. The
first pass selects important channels, intervals and trials to reduce
the amount of data prior to measuring interdepeandencies between
channels (descoribed in Section V.A along with an exampie of its
application):. The second pass, which is currently under development,
will measure interdependencies and tim ng relations between channels
on the raduced data set.

NCP Analysis essentially consists of the application of a
{ayered-neatwork, noniinear mathematical pattern cilassification
algorithm (aiso called a pattern recognition algorithm) to sets of
single-trial brain potential features in order to extract task-reliated
signals whioh distinguish two sets of data, The sets of data can be
two different experimental tasks (between-task analysis), or they can
be an experimental task and a reference ‘baseline” data set
twithin-task analysis)., in order to extract the most spatiotemporal
information, the pattern recognition aigorithm is applied many times
to saeaparate groups of features organized according to their temporal
relation to a stimulus or response and according to their anatomical
position on the scalp:. Diagrams are then drawn in a head outline
format showing the times and areas with tash-related information.

in the second generation of NCP Anslysis, digital lowpass filtering
was used for between-channel correlation measures due to the low
signal-to-noise ratio (SNR) in singie trials (Gevins, et al, 1981,
1983, 1984)., This reduced the susceptibility of the correlation
measure to noise but smeared temporal relationships. However, the
measurement of precise time relationships of waveform components
between channeis is & prime objective in our current work:. Therefore,
a signal enhancement technique was required to improve SNR without the
time-smearing effect of conventional filtering: This led to the
deveilopment of a first-pass “scanning” method to select optimal
subsets of signal-bearing trials, channeis and intervals to improve
the SNR for correlation-based measures. This method uses
single-channel filtered amplitude as a feature for
pattern-recognition., Trials without consistent task-related signals
are rejected if the pattern recognition algorithm is unable to
disoriminate them from sets of data known to have a low event-reiated
signal (see Section V.A:1): As of the date of this report, the second

11
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pass of computing orosscorrelations between channeals on trials i;;*l
selected in the first pass has not yet been evaluated. In both -y
o passes, separate analyses are parformed on features computed from ' N
125-230 msec data windows located at latencies determined for each Lo
parson from the major peaks of their averaged ERPs, as well as from
stimulus and response initiation times., However, the features
themsealves are always computed on single-trial data.

AP S Sl Y

g N s, I,

@ There are 17 major steps in NCP Anaiysiss

1} Record a sufficient amount of data using up to S
64 electrodes:. Compute current-source densities at each R
non-peripheral electrode location from the potential distribution T
(this method is currentiy under evaluation). —

SRR R )

2) Create a single, artifact-free data set which
will be compared with a reference “baseline” data set. Alternatively, R
oreate two data sets that differ according to a specified criterion, et
such as the type of expectation, but which are otherwise balanced tor R
h stimulus, response and performance-related factors. In either case, i
i © the two data sets represent conditions which are to be compared. L.

2 3) Compute average stimulus-registered (and
2 response-registered when appropriate) time series for each person.

J

.

i 4) Use the latencies of peaks in esach person’s e

o averaged time series (ERP) to determine the centerpoints of analysis L.

v windows for single-trial pattern recognition analysis. Adjust the

) window size to span the peak (usually 125 or 250 msec)., Set other
¢ windows at stimulius and response times.

3) For the first scanning pass;, low-pass filter
P the time series at 7 Hz, then decimate. Use 3-7 time series values as
features.

€6) Partition the data of the two conditions into
N three training and (non-overliapping) validation sets.

© 7) For each channel, appiy a nonlinear, )
layered-network pattern recognition algorithm to generate equations
which represent invariant differences in the current at the interval
chosen. The overall performance is optimized to maximize the product
4 of the performances.

SN

“O 8) Test the classification equations with the Vo
validation data to determine which electrodes differ significantly

: between conditions. T

Pl

J RN

. 9) Repeat steps 7 and 8 for each training and O

1 validation data set and compute the mean validation set accuraay. A

(o) |

10) Set the ievel of significant classification .

; weil above that attained with the data randomly assigned to two s

1 pseudo-conditions.,
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11) Draw diagrams showing which electrodes contain
task related information in each interval.,

12) For each channel, compute average ERPS and
Wigner Distributions of the average of those trials with task-related
signals (i.e. trials correctily classified in the validation set}., End
of pass one.

13) Beginning of pass two. Select intervals and
channels for measurement of spatial interdependencies and time delays
by examination of the results of step 12,

14) Compute mulitilag cross covariance functions
between chosen channels and many other channels for each trial in each
salected analysis window on thoca trials with task-related signals.
Use a measure of the center of gravity of the cross covariance
function as a feature to characterize the iag time between channels.

13) Group center of gravity measures into anatomic
constraint groups (also callied “electrode groups”): These represent
the time lag batween a chosen principal eleactrode(s) and a number of
secondary electrodes, (e.g, time lags between the left occipital
eleactrode and many other electrodes).

16) Repaat steps 6-10 on each electrode group.

17) Tabuiate equations of significant electrode
groups. Diagram significantly differing principal electrodes and
their most “prominent” time lags with other electrodes in each
analysis interval., (The prominent time lags of & significant
electrode group are determined by recursion over steps 7-10).

An eighteenth step is being tested wich computes time-varying
multivariate models of tha spatio-temporal neurocoghitive signals
extracted in the first seventeen steps.

6. Maior Qbstacles to Proaress
a. Bicphysical and Enqingering Obstacies

The development of precise electrophysiological methods for measuring
brain funotion depends on technological advances in several areas.
The fundamental problem in extracting meaningful information from
brain electromagnetic signails is that only a subset of the brain’s
hundreds of simultaneousiy active major systems may be performing
processing related to a particular perceptuomotor or cognitive
function. Further, this subset seems to shift rapidly among widely
distributed anatomical areas, and the diverse geometric orientations
of neural generators in these dispersed systems resulits in complex
potential and magnetic field distributions at the scalp. It is
possible to determine the sources of thaese distributions only in
special cases which meet g priori assumptions, such as an
equivalent-singie-dipole generator (Kavanaugh, gt al.» 1978; Sidman,
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at al., 19783 Darcey, gt al., 1980; VWilliamson and Kaufman, 1981a,b;
Kaufman and Will iamson, 1982; Romani 1982; Okada, 1983; Cohen and
Cuffin, 1983; Barth 1984). These restrictions are unrealistic in the
case of higher brain funotions, which involve the integration of
processing in a number of discrete systems (Luria 1970}, In such
cases, the “equivalent dipole” solution will not refiect the actua!l
locations of several simultanecusiy-active sources.

Furtharmore, the tissues which intervene between the cortex and the
scalp greatly distort brain potentials (BPs) by acting as a spatial
low-pass filter. Low temporal frequency BPs are spatially smeared and
high temporal frequency BPs are attenuated because they have low
spatial coherence at the cortex (Cooper, gt al.» 1963). Due to
variastions in tissue properties, the degree of distortion varies at
differant points on the scalp and is different for different people.,
This distortion can be corrected by two-dimensional spatial
deconvoilution (Nicholas and de Loche, 19763 Doylie and Gevins, In
Prep.), but measurements of the thickness and conductance of the
intervening tissues at each electrode site are required to obtain
accurate solutions (Ary, gt al., 1981), Use of uitrasonic devices to
measure skull thickness is problematic, but the availablility of
nuclear magnetic resonance (NMR) scanners should improve this
situation.

The magnetic fields generated by the brain are not greatly distorted
by intervening tissues, and improvements in superconducting quantum
interference device (SQUID) sensor technology are eageriy awaited,
Substantial progress in locating single equivalent current dipole
sources has already been made with the cumbersome single-channel
8QUIDS currentiy in use:. The work of Williamson, Kaufman, Romani and
Okada at N. Y, University with heaithy people, and that of Barth,
Beatty, Sutheriing and Engel at U.C:.L.A:, with epileptic patients, have
set the standard in this regard (Williamson and Kasufman, 1981ab;
Kaufman and Will iamson, 1982; Okada, 1983; Barth, et al, 1984; Richer,
et at, 1983; Maclin, et al, 1983; Romani, et al, 1982).

Simultaneous recording of many electrical and magnetic channels is
obvious)y desirable for improving source localization.

b, Basic Scisnce Obstaclies

There is a more fundamental impediment to progress; namely that the
funotional significance of mass brain signais is not known. The
opinion of most neurophysiologists is that macropotential patterns are
useful epiphenomena which can suppliement the information gained from
recording the all-or-nothing action potentials of individual neurons.
According to this view, like the smoke from a factory, macropotentials
may indicate when a brain region is processing, but cannot provide
more specific information. Howaver, this popular belief is challenged
by the advanced studies of Freeman and his associates at U.C.
Berkeley: These studies demonstrate unequivocally that stable
macropotential patterns of the olfactory cortex of rabbits embody
emergent propertiaes not present in the firing of single neurons. The
spatial amplitude patterns of these neural “searoh images” constitute




e November 13, 1984 (56)

: “tempiates” of specific expected odors and contain specific

. information abocut the odor actualily perceived (Freeman, 197S, 1979abc,

- 1981, 1983). Of course, it is a large leap from the simpler

R paleocortex to the more compiex structure of the neocortex (the source

: of most scalp-recorded activity -- Petsche, ot gl., 1984; Speckman, gt
Iy 1984), but similar ganeral principies of mass neural organization

. may well apply., The strict epiphenomenalist view is being challenged

. by othar |ines of advanced research:, It has been suggested that
fow-intensity, low-frequency electromagnetic fieids have the

capability of influencing the metabciic activity of individual neurons

{review in Adey, 1981), If s0y such fields couild play a significant

role in mass neural information processing. There is some evidence

. for the existence of neural processes which are diffuse and

. widespread, rather than strictly localized as in traditional modeis.

: These processes are of relatively long duration comparad to

single-neuron firings, and their larger spatial extent enables them to

exert facilitory and inhibitory influence on vast numbers of neurons.

Thesa processes may operate by large-scale integration of classical

synaptic mechanisms, or may involve |less understood modes of

communication, such as the serotonic fibers lining the walls of the

cerebral ventricles. it has been proposed that these processes are

) responsible for the reguiation of higher level behavioral states such

S as arousal, reinforcement, and memory formation (Dismukes, 1879).

e Macropotentials, rather than single-neuron firings, must be studied in

order to determine the effects of these systems.

RN “ve

These technical obstacies and matters of basic science are currently
being attacked by a number of interdisciplinary teams of physical,
medical, biological and behavioral scientists, and considerable
progress may be achieved in coming years., Advances in sensing,
computing and digital signal-processing technologies, combined with
carefully controlled experimental designs, are propelling this
progress at an ever increasing pace:. While eariier research was often
characterized by technically naive “tinkering", or blind application
of naw analytic technologies without adequate attention to
neurophysiology and exper imental control, this current work reflects
an integrated, interdisciplinary approach.
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c. Conceptual Qbstacles: implicit Brain Models in EEG
and ERP Studies

Current paradigms implicitly assume an overily simplistic model of
brain activity., in exploring new directions for research, it would
- be useful to more carefully examine the assumptions upon which these
o models are based. In EEG studies, it is assumed that the brain
essentialiy consists of the cerebral neocortex which is represented by
regions corresponding in number to the scalp electrodes. The energy
emitted by these regions in several frequency bands over periods from
several seconds to minutes is thought to be related to the number of
neurons engaged in "cooperative processes” (Eiul, 1969, 1972ab).
Specific higher brain functions are assumed to be associated with
characteristic cooperative processes;,; which may be conceptualized as
relatively stable macrostates with distinct spectral intensity
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patterns; pathological conditions manifest as alterations of these
» patterns (Gevins and Schaffer, 1380).

A more dynamic model under!ies ERP studies. in clinical paradigms
which test the integrity of sensory pathways, there may be a direct
conceptual association of the timing of successive peaks with
ascending anatomiocal structures., But the situation is more complex in
studies of the later stages of information processing. in these
® paradigms, many of which require performance of a task, it is assumed
that once “programmed” with a set of task instructions, the brain
operates on a stimuius in more-or-iess sequential information
processing stages resuiting in & response deterministicaliy related to
the stimuius, The successive major peak complexes and low-frequency
waves of the averaged time series, or principal components
® corresponding to them, are thought to correspond to these stages.
Task-related changes in peak voltage or component amplitude are
considered to represent changes in processing load, in direct analogy
to reductions in background EEG alpha band spectral intensity during
task performance. Differences in the scalp voltage distribution of an
ERP peak or component are interpreted as reflecting the presence of
distinot neural generators. Shifts in peak or component timing,
partioulariy of the various N2 and P3 componants, appear to correspond
with ochanges in the timing of certain “endogenous” mental processes,
but the contribution of trial-to-trial variability to these latency
shifts is most often not explicitiy measured, nor is the deconvolution
of spatially overlapping processes explicitiy attempted. while ERP
[ exper iments continue to generate interesting resuits, the fundamental
problem is that the relations batweaen ERP peaks and brain functions
are not actually as direct or as simple as they are assumed to be
{Gevins, 1983a, 1984a). Since the same ERP effects can be produced
under a variety of circumstances, and since minor variations in
exparimental manipulations can result in different ERP effects, one
o must oconciude that some of the effects have no intrinsic existence
outside the context of a particular experimental paradigm.

Further improvements in event-reiated signal estimation can be
expacted when analytic modeis are used with greater neurophysiological
fidelity, Classical modeis assume that physically distinct brain

ro systems produce event-reliated signals and unrelated background EEG

, aotivity, In actuality, the activity pattern of & neural system seems

} to undergo a reorganization as some subset of the system’'s neurons

' becomes invoived in avent-related processing. The summated
extracellular brain potentials may manifest this reorganization by
changes of amplitude, frequency, morphology and timing characteristics

o of low frequenocy waveforms. A more realistic analytic model may thus
be a hybrid of the "post-stimuius additive noise" and “pre- to
post-stimulus transformation” approaches. in this case, the
mulitichanne| event-related signal wouid be modeied by a nonliinear,
time-varying transformation of the pre-stimulus brain state plus an
avent-related process, plus random noise. The pre-stimulus brain

L
|
l
é
!
!
]
' complication is that, at least in the instance of higher cognhitive
'

(o} state, a function of » person’s expectations, would itselif be modeied
by a time-varying signal plus an additive noise process: A further
funoctions, the brain does not nacessarily behave deterministicaliy.
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Because of the hierarchical, parallel organization of the brain, and
because of its adaptive learning capabilities, the same behavior can
result from a variety of different processes involving different
neuras! systems, in attempting to extract function-related signalis, it
would seem imperative to allow for this multiplicity of possible
mechanisms.

| While they continue to be fruitful, both currently popular approaches,

‘ EEG and ERP, are based on highly oversimplified modeis of the brain
and information processing. The tormer has insufficient temporal
resolution to resolve fraction-of-a-second processes, while the latter
performs an excessive data reduction resulting in too few parameters
to characterize complex processes, Although stiil exceedingly crude,
& somewhat more realistic research model for the next generation of
analytic studies may be to consider the brain as a local distributed
computational network (Gevins, 1981, 1983b, 1984). A first step in
empirically deveiloping such a model will be to attempt to measure the
input and output of each of a number of simultaneousiy active major
processing nodes and the rapidiy shifting temporal patterning of
communication between them during simpie tasks.

1. PILOTING OF AN AUDITORY-VISUAL PERCEPTUOMOTOR TASK
A. Design Considerations

A number of issues were considered in designing a bimodal paradigm
sufficiently controlled to reveal NCPs which distinguish auditory and
visual perceptuomotor tasks during the modality-cued prestimulus and
post stimulus intervals.

Two hypotheses are being tested:. First, NCPs should show
neuroanatomically interpretable differences between the processing of

auditory and visual numeric stimuli in post stimulus intervals when
feature extraction is thought to occur in sensory and related cortical
areas: There shouid be minimal differences after sense-specific
processing is completed, Second, NCPs should differ in the
modality-cued prestimulus interval as a function of the preparation to
receive either visual or auditory stimuli. The second hypothesis
requives complete equivailence of cue properties and
performance-reiated factors between auditory and visual conditions,
and als0 a strcag inference that a modality-specific expectancy set
exiIsts in the cued prestimuius intervail. ) T

2, Experimental Controls

The first hypothesis (ie, post stimulus processing) requires control RO
: of stimulus, response and performance-related factors across T
i oonditions so that the major difference between conditions is stimulus - 1
" modality., Visual and auditory modalities have fundamental o]
R differences. input for the former is paralle! (for brief foveally e
. presented stimuii), while for the latter it is serial. (nherent
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differences in auditory and visual processing latencies can be
compensated for by caeantering several analysis windows on the average
ERP peak latancies in each person for auditory and visual conditions
separately. Differences in ERP amplitudes can be explicitly measured.
With regard to the second hypothesis (ie. prestimulus attentional
set), the modality-cued paradigm elicits a contingent negative
variation (CNV) between cue and stimulus, with consequent resolution
after stimulus presentation, NCP Analysis will be applied to measure
pre- and post-stimulus modality differences: The resuits may shed
some light on the interaction between preparatory activity and
post-stimulus processes.

3. Montage

in the pifot recordings, a montage of 21 scalp electrodes positioned
over auditory, visual, motor, parietal and dorsoiateral prefrontal
cortices was used, Four additional channels recorded vertical and
horizontal EOG, EMG and the response, Formal recordings employed a 49
channe! montage (Figure 3b) in order to achieve a resolution of
approximately 10 square centimeters: A recent study of trimodal
attentional set using the regional cerebral biood flow technique
{Rotand, 1982) revealed that the spatial patterns of focal neural
activation related to attention and modality processing are complex
and finely detailed, even with a 30 sec temporal resolution. for
adequate sampling of brain potentials corresponding to these regions
of focal activation, a dense coverage of l|ateral prefrontal, superior
and inferior posterior parietal, and superior and posterior temporal
areas is reqQuired.

8. JIask Deveilopment and Piiot ERP Recordings
1. Phase One (P's 81-8): (Respond to miscues)

a,. Rationaie: The existence of a modality-specific
prestimulus attentional set was investigated with the "miscueing”
technique (Posner, 1978), In this method a randomly ordered 20% of
the modality cues (a visually presented letter in both conditions) are
incorreoct. The lengthening of mean response time in these miscued
trials is considared the “cost” incurred by the expectation of a
stimulus in & specific modality, and is used to infer the existence of
& modality-specific preparatory set.

b. Jagk. Stimuius presentation and response
measurement were performed by the real time subsystem of the ADIEEG
system, whioh also digitized the 23 channels of physiological! signals
(21 scalp) at 236 samples/sec. The participant (P) was instructed to
fixate a point at tha center of the CRT screen of an AED |i graphics
terminal and await a visually presented modality cue (V for visualj A
for auditoryy duration 375 msec). 1.5 sec iater the stimulus was
presentead. Auditory stimuli consisted of the numbers 1 to 9 generated
by a Votrax speech synthesizer and presented through two speakers
about 70 om above the participant’'s head: Duration varied from 245 to
430 msec (the number 7 was generated as "SEVN"), Visual stimuli were

18
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single digit numbers presented on the CRT, subtending & visual angie
of under one dagree. Their duration was equated to that of their
corresponding auditory numeric stimuli.
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The partiocipant was instructed to attend the modality cue and °“focus
his attention® on the speakers or screen as indicated by the cue,
while maintaining his gaze on the screen. He was to respond to the
stimulus without hesitation with a ballistic contraction of his
right-hand index finger on a modified Grass force transducer, exerting
& pressure corresponding to the stimulus number on a linear scale of 1

to 9. Feedback indicating the exact pressure applied was presented as
@ 2 digit number on the CRT screen (duration 375 msec) 1| second after

completion of response as determined by the program.,

R TSRS A

L

. if the response was sufficiently accurate, the feedback number was
underlined, signifying a "win". The error tolerance for a “win" was

. continually adjusted throughout the session as a moving average of the
‘. accuracy of the preceeding five correctiy cued trials in visual and

- auditory modalities separately.

i A random 18% of the trials were miscued (ie. the stimulus arrived in
the wrong modality):. The participant was to respond to these just
fike the correctiy cued triails. Correctly cued and miscued auditory
and visuval trials were presented in randomiy ordered biocks of 17
trials, self-initiated by the participant.
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c. Regordings. Eight normail, right-handed adult male
participants were recorded in pilot sessions consisting of about 350
to 700 trials each. The electrode montage was Fz, F7, F8, aFt{, aF2,
aCz. CZ' C3, 04. C59 cé, Plp P3, P4, T3. T4, TS, TS' 019 a0t and al02,
refereanced to linked mastoids (modified expanded 10-20 system
nomenciature; see Fig. 3a). Vertical and horizontal eye movements,
response muscle activity, and force transducer output were also
recorded. All signais were amplifiad by a 64-channel Bicelectric
Systems Mode! AS-64P amplifier with .10 to 100 Hz passband,
continuously digitizad to 11 bits at 256 samples/sec and stored on
digitul tape. Signals were aiso recorded on three 8-channel
polygraphs to monitor the session and for off-line artifact editing.
Avarage response times (RT) and error rate (proportion of "lose"
trials) were computed for behavioral evidence of a "cost” due to a
prestimuius attentional set in a total data set of 3735 trials.

d. Results and Discussion. For correctiy cued trials,

the mean response times were quicker for visual stimuii for all but
two peoplie: Average RT across P's was 675 msec for visual stimuli and
719 msec for auditory, The lionger RT for auditory stimuli, which is
opposite to the findings in simpler bimodal paradigms, may be due to
the nature of the verbally presented number stimuli. All information
neaeded for visual stimulus decoding appeared on the screen within 33
msec, while auditory information was not compieted for up to several
hundred msec. The longer RT for the auditory stimuli may also be due
to the use of synthesized speech stimuli.
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AFQSR
®
Iabie 1 - Average response time (in msec) and standard deviation for
correctly cued and miscued auditory and visual trials for the
8 participants recorded in phase one of task development.
{Miscues total 18% of trials; 9% of each type).
® [} Irials Auditory Visual Increase increage
correctiy mis- Correctiy mis- in R.T. o R.T.
cved sued suad 2229 miscued miscued
($:0.) {S:0,) (S$:0.) (S.0. Auditory visual
® 3 318 830 803 710 757 -27 msec. +47 msec g
(198) (171) (213) (221)
%2 368 702 803 648 796 +101 +148
(112) (124) (120) (116)
(o) 83 406 374 €32 473 539 +58 +66
(81) (89) (93) (83}
84 609 687 718 578 652 +31 +74
(140) (198) {140) (120)
@ 35 6086 850 865 722 737 +13 + 15
{136) (124) (140) (116)
46 668 528 623 603 664 +97 +61
(39) (39) (S4) (54)
® L N 4 372 892 ar8 1052 1106 +86 +54
(43) (38) (38) (19)
28 Jas8 626 636 609 667 +10 +38
(95) (81) (110) (80)
o X T CoTTTTTTTTTTTTTTTT T
(8.0
across 741 758 675 740 +47 msec +69
persons) {106) (141) (116) (103) msec
Towat ~ T T T T T
(o) trials
3739 1560 302 1565 308 3
]
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November 13, 1984 (56) .
AFOSR o
o
Jable 2 - Error rate (% of “lose” trials) in correctly cued and o
miscued auditory and visual conditions in phase one of task L
development. (Miscued trials = 18%). Rt
[d ] Jrials Auditory Lose % Visual Lose % .Auditory Yisual -:?i
correct mis- correct miscued increase increase e
- cued cued cued in lose % in lose %
= %
b 0" 318 57 53 45 80 -4 +35
_ 82 368 53 S7 48 69 +4 +21 )
- #3406 30 63 55 53 +13 -2
- #4609 51 69 59 65 +18 6
" 606 52 61 S4 58 +9 +4 ra
6 668 49 58 S4 53 +9 -1
L X4 372 47 66 49 59 +19 +10
28 388 51 53 53 59 +2 +6 »
X 373s 51% 60% 32% 62% +9 +10
(Total)
r 2
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o in the miscued trials a lengthening of RT and increase in error rate was ’
observed in aimost every case (Tables 1 and 2), For miscued auditory
stimuli the average increase in RT was 47 msec and the average increase in
error rate (proportion of “lose” triais) was 9%, For miscued visual
stimuli the "costs” of miscueaing were slightly greater (increase in RT = 65
msec§ inorease in error rate = 10%):. There was a smail (18 msec) asymmetry

® in RY effect:. That is, miscueing a visual stimulus caused a greater

: increase in RT than miscueing an auditory stimulus. This asymmetry and the
magnitude of the RT lengthening in miscued trials is in agreement with
previous studies using simpler tasks (Posner, 1978), Further, the standard
deviations for all cued and miscued conditions were similar within persons,

3 indicating that the RT “"costs” due to miscueing were based on & consistent - -

o effect rather than greater variability in a smalier sampie {(about 4 to 1 '_

ratio of correctly vs. incorrectly cued triais.) Thus it was verified that ‘
there was a “cost” in the miscuad trials indicative of an attentional
commitmant to a particular modality in the prestimulus interval,

The ERPs for one person (P87) are shown in Figures 1a and tb. The major Y
0 difference between the correctly cued and miscued waveforms was in the P3 »
peak. In the auditory condition (Figure 1a), the miscued auditory stimuli )
produced an augmentation of the P3 peak at 314 msec., This P314 was maximal
at the midline parietal electrode, and extended to midiine fronto-central,
fateral central and lateral parietal alectrodes. In the visual condition
(Figure 1tb), the miscuued stimulii elicited an augmentation of the P3 peak
@ at 300 msec: The visual P300 was broader, and more anteriorly distributed |
than the auditory P314, A pre-stimulus CNV is evident as a fronto-central .
negativity., Its resolution could occur at different Iatencies after visual
and verbal stimuli. Also, the information content of the verbal stimuli
occurred at various Ilatencies (as in "six" and “"seven®, or “four® and
“five®, as compared to the other numbers). What effect this may have upon i
® the latencies of endogenous ERP components is not known: These issues will . ___
be addressed in the formal study. AR

2, Phase Iwo (P's $9-12): (No response to miscues)

3 a. Rationale
o) »
The behavioral resuits of phase one confirmed the existence of a
prestimuius attentional set. in phase two a move/no-move design was

employed; the “response” to a miscuad stimuius was to make no movement. ‘ffj
This was done so that there would be confirmation of attention to the cue -
in each trial.

b, Jask: The task was the same as before, except that the
i participant was instructed to make no response on miscued triais (random
20%), A monetary incentive was added by rewarding “"win" trials according
) to thae accuracy of response (about 5 cents for each win), The accrued

. monetary reward was displayed at the end of each block of 17 trials, along
) with the average error tolerances (performance index) for auditory and

. visual trials. The cue-to-stimulus interval was 2.5 sec for P's #9-11, and
- 1 sec for P#12, For P#12 a separate run was recorded with a 2.5 sec el
' prestimulus interval for the visual modality only. e
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Ce Recordingsg. Four normal, right-handed aduilt males
participated in sessions consisting of about 100 practice and 400 test
trials. The 21 channel! montage consisted of Fz, F7, F8, aFt, aF2, aCz, Cz,
c3, C4, CS, C6, Pz, P3, P4, aPS, aPb, TS, T6, Oz, a01 and a02, referencead
to linked mastoids:. Tin scalp electrodes were attached using a stretchable
nylon ocap (Electrocap International), Vertical and horizontal eye
movements and response muscle potentials were also recorded, Other aspects
of the recording procedure and ERP computation were the same as phase one.

Cue-registered averages were aiso computed for P12 for the cue-to-stimulus
interval.,

d. Besylts and Discussion. At the 2.5 sec cue-to-stimulus
interval (P's 89-11), there was a high rate of data attrition (about 25%)
in the no-move (miscuad) trials due to mistaken overt responses. At the |
sec interval (P8#12) there were no mistaken responses to no-move (miscued)
stimuli. The high rate of incorrect reasponeses to no-move stimul) at the
2,3 sec interval may have been due to decay of the attentional! set.
Therefore, the 1 second interval seems more desirable for the study of
prestimulus expectancy.

The stimulus-registered ERPs for the move trials (Fig, 2a and 2b) were
similar to the correctiy cued trials of Phase one. in P's 849, 10 and 12
the no-move (miscued) trials elicited an augmentation of the P3 peak. The
P3 peak amplitude in both move and no-move averages was maximal at midl ine
fronto-central sites. A similar anterior distribution of P300 peak
amplitude tOo no-go stimuii was reported in a go/no-go paradigm with
equiprobable stimuli (Simpson, et al, 1977).

A pre-stimulus CNV was seen in all participants, In & cued paradigm such
as this, a CNV may well be concomitant with the expectancy set we wish to
study (reviewed by Tecce, 1972). CNV negativity was largest at midline
fronto-central electrodes. Although its topography did not seem to differ
with expected stimulus modality, NCP Analysis of the cue-to-stimulus
interval in the formal study may shed more light on the important issue of
the existance of a modality-specific effect on the anatomical distribution
of CNV-related activity, an issue which has not been thoroughly examined
(Ritter, et al, 1980).,

3. Einal Paradigm

A screening program was used to select and train candidate participants.
During screening sessions EEGs were recorded from Fz, Cz, Pz, a0t and a02,
and from T9 and T2 to assess EMG activity potentiais from temporalis
muscles, Vartical and horizontal eye movements were aiso recorded.
Behavioral records were examined to assess the quality of task performance,
polygraphs were inspected to determine the amount of data attrition due to
artifaot, and average ERPs were computed to verify the presence of expected
ERP peaks:. About one-third of the candidates screened were selected for
the formal study.

As of 1 JUN 84, four full recordings have been made with the 49 eiectrode
montage (Fig. 3b). (The 64 channel recording cap shown in Fig. 3c is now
operational.,) Approximately 800 trials were recorded from each
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EXPANDED 10-20 SYSTEM

FIGURE 3a. Expanded 10-20 system as detailed by Picton et al. (1978).
The nomenclature for coronal plane sites has been modified
for consistency. Asterisks indicate special placements.

' 6] Circled nusbers are approximate location of Brodmann areas.
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Figure 3a: Approximate cortiocal areas underiying scalp electrodest

o —
o

Area Broadman ¢ Socalp Electrodese
-
" striate cortex (8C) 7 0z >
l peristriate cortex (PSC) 18 01, a03
K peristriate cortex (PSC) 19 a0z, 201, a03, 73, PS
o post. inferotemporal cortex (ITC) ar 79
- prafrontal cortex (PFC) 9 Fz, F1, F3, aF1, aFz
i prefrontal cortex (PFC) 10 Fpz, Fpl, aFz, aFil, oF3 L
‘. sup. temporal ocortex (STC) 22 T3, aP3 (caudal end) P
I inferoparietal oortex (IPC) (caudal) 39 aP3, P3, P3 :
o inferoparietal cortex (IPC) (rostral) 40 aP3, aP3, CS
3 sup. parietal cortex (8SPC) (caudasl) 7 Pz, Pt, P3, aPt, aP3
- sup. parietal cortex (SPC) (rostral) S aPz, aPt,
2 premotor oortex 6 aCz, aCl, aC3, aC3, C1 R
K pre-central gyrus 4 Cz, C1, C3 PR
i post-central gyrus 1,2 C3, aPz ‘
“ primary somatosensory 3 same as for { and 2
; frontal eye field ] Fz, Ft, aC3

Y A
')
l

¢ Using the data of Tailairach and Szikla 1967,

¢+ Left side listed for conveniencej add { to odd numbered electrodes for
& homologous right-sided placements. Electrode nomenciature modified from
I Picton et al. (1978) for oconsistency. Starting from the frontal pole, the

coronal plane arrays are designated Fp, aF (anterior frontal), F, aC, C,
aP, P, a0y O, See Fig. 83a: Expanded 10-20 System.
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o 49 CHANNEL RECORDING MONTAGE

0O Figure 3b. 49 electrode recording montage used in the bimodai
fauditory/visual}) study.
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Research volunteer wearing 64 channe! recording cap.

LIPS DY U TP T S




November 13, 1984 (56)
well-practiced participant using the paradigm and recording procedure
descr ibed above. The cue-to-stimulus interval was 1 sec, the visual
stimuli were thickened and increased in size to just under a 2 degree
visuval angle, and the proportion of miscuad (no-go) trials was increased to
22%, Current Source Density (CSD) derivations were computed off-iine (see
Section V.D,1),

i, Pilot Anglysis of Datg from Fingl Paradigm
A, Formation of Data Sets

The data of one person (AV07) was used to refine the signal processing and
analytic methods to be used in the formal analysis (see Section V). After
inspection of polygraphs and behavioral records to eliminate artifacted and
incorrectly performed trials, an edited data set of S10 trials remained.
These trials were submitted to the ADISORT program (see Section I1V.B) to
form 6 pairs of data sets: stimulus-registered auditory vs. visual move,
auditory move vs. no-move, visual move vs. no-move, and auditory vs. visual
no-move; response-registered auditory vs. visual move; and cue-registered
auditory vs. visual trials. These 6 pairs of data sets were each examined
for the following differences in stimulus, response and performance-related
variables: magnitude of stimulus number, response onset time, response
movement force, velocity, acceleration and accuracy, adaptive error
tolerance measure, “arousal” indices, and vertical!l and horizontal EOG
indices., There was no significant difference within any of the pairs nf
data sets, except for the prestimulus arousal index (p(,05) in the aud' ory
veés visual move pair, which may refiect a differential modality-speci.ic
expectancy, and the response time, which was 73 msec shorter for visual
than for auditory move triais. Oniy a slight amount of pruning was
required to balance the EOG indices so that the pairs of data sets did not
differ at a conservative alpha of 2. HResponse times were pruned at +2.5
standard deviations, resulting in response times of 892+-127 msec for
auditory and 817+-145 msec for visual move trials., The final sorted data
sets were balanced for alil variables (except RT) at an aipha of .2, and
consisted of 149 auditory and 215 visual move triais, and 65 auditory and
74 visual no-move trials for the stimuius-registered sets. The

cue-registered sets consisted of 119 auditory-cued and 180 visual-cued
triails.,

B, Examination of Averaqed Waveforms

Averaged ERP and Current Source Density (CSD; see Section V.D.1) waveforms
were computed from the balanced data sets for all channels and tasks
(Figures 4 and 3, and 20a, 21a, 22a and 23a):. The major event-related
peaks were first determined from the ERP waveforms, and then compared with
the CSD waveforms:. The CSD waveforms exhibited peaks at the same latencies
as the ERPs, but their amplitude distributions differed greatiy., (CSD
distributions in “head format" are shown in Figures 14 - 16.) CSD peaks
were typically more spatially localized than corresponding ERP peaks.
Since a computed common average reference was used in computing the ERPs
for this participant (AV07), the topographies of ERP peaks differed from
those usually found in "off-the-head" referential recordings, and thus wil|
not be discussed here. CSD peaks are |abeled according to the latency and
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November 13, 1984 (56)
polarity at the channel of maximum amplitude (eg. "P117"). Positive
amplitude in the CSD derivation indicates exiting current (“source”) and

negative values entering current (“sink~). Peripheral electrodes will not
be considered (see Section V.D):. In considering the topographies of CSD
peaks, it should be remembered that since the CSD is @ measure of the

curvature (second derivative) of electrical potential at the scalp, the
maximum amplitudes of CSD peaks occur at regions where the curvature of
potential is greatest. For example, maximum CSD ampiitude for the CNV

occurs at anterior parietal sites, where the change in the gradient of
potential is greatest,

', Exogencus Peaks

N10Q: Visual stimuli elicited a sharp peak (P117; Figure 4), positive
("current out”) at posterior parietal and occipital sites (maximum at a0z),
and negative (“current in") at anterior locations (maximum at Cz and aPt).,
A slight Jlateralization was present, the positive peak being larger at
right posterior sites and the negative peak at the left anterior parietal
(aP1) electrode: The negative peak was smailer and less localized at the
scalp. Auditory stimuli elicited an N109 peak with negative amp!litudes at
most frontal, central and anterior parietal sites (Figure 5), Maximum
negativity was at C2 and aP4, regsuiting in a right-sided Iateralization. A
corresponding positive peak was evident only at F5 and a0z,

P200: A sascond peak occurred at 172 msec for both visual and auditory
stimuli. The anterior-posterior polarity was approximately opposite to the
preceding peaks in each modality:, The visual P172 was positive at most
frontal and anterior central sites, with maximal amplitudes at aCz and aC3
(Figure 4). A distinct negative peak was seen only at the anterior
occipital (a0z) and right parietal (P4 and P6) electrodes: The
distribution of the auditory P172 was similar to the visual peak, but its
amplitudes were slightly larger (Figure §S). The resolution of the
prestimulus CNV also occurs within this latency range, and probably affects
the amp!itudes and topography of this peak.

2. Endogenoys Peaks

The averaged CSD waveforms for no-move trials exhibited a series of peaks
corresponding to the “late positive compiex” in the ERPs. The most robust
peak occurred at 313 msec for visual no-move trials (P313), and at 281 msec
for auditory (P28t), The positive peak of the visual P313 occurred at all
midline sites, extending Iateraly at precentral sites and to lateral
central electrodes immadiately adjacent to the midiine; it was largest at
aCz, aC1 and aC2 (Figures t6a and 21a). A corresponding negative peak was
observed onily at peripheral electrodes. The auditory P281 was similar in
topography (Figures 16b and 23a), but with amplitudes approximately twice
as large at the site of maximum positivity (aCz), and substantially larger
at Fz, Cz and aPz:. This may have been due to the relative infrequency of
the auditory stimuli in a paradigm using visual cues and feedback. Perhaps
due to this enhancement of P281, a corresponding neagative peak was visible
at electrodes situated just within the peripheral ring.

in the visual no-move waveform a late peak occurred between 470 and 525
msec (P300). its topography was sharply localized with & positive peak

23




.............
...............

...........

‘(p *0)J 29S) SWIO PABM BAOW KJOFIPNY G BInBi g4

™ T~ -

4 " a
R I T I
s i N . A i Al .-3
P nu.t&..\ ~4- ,-M-fz!m A ,)Lf — T...I] .A...”.p
! Rilhastil | N rF.M_ e O TN
. et | el | _
ﬁ. = a i joeguy Ii : - ) Py -.
, L4 ] ] ]
: - . S O PUBEERNSA § x ; ; . oy
: ~ e o] ] [T -t -
-, — 4 —— animnl L —_ . ,I,Iu\llw Juwn. e . A
b . T j ! HIgRi : H - )
- A et | e ] o SRS B g e e el | PP ¥ I e g
: PR i i L el | AU I O i Lupmd [wiai | - ot |a e
1 (= . Y RPN Jualin oy
- e {.\l... ; - ‘ SupaTxe ]
ALISNZG 3D¥N0S INTHEND ol
snTnuyls o
3 298 | £103Fpne
. 4 ..v‘
| eI HS b
. - FURSRR)FAN L
g L1 ] - T o %
{ SN “ f * - .. Py 2 - - n "
‘ - ¥ ; .h(~4
~ e o | ] R
pr— -l—
o
o
X
o

£
T k:
1
i

A
vant
b

T
it

e e

\
A'. Py

B
I3
AN ANAN
3 T4
] ] ]
| IR

o

AN
> s

ranm= il L

JOVYIAV  NOWKOD

A oy

&
@
o
L
o
. o
o
©
©
O
0
i




R4 SR

November 13, 1984 (356)
only at midline sites posterior to Cz (maximal at aPz), and a corresponding
negative peak only at midline frontal, precentral, and immediate!y adjacent
lateral sites (Figures t6a and 21al:. In the auditory no-move waveform the
iate wave (P380) peaked between 480 and 600 msec., A distinct positive peak
occurred only at midline central and anterior parietal sites (maximum at
aPz), while the corresponding negative peak was more widespread, occuring
at Fz, F1 and F2, and at aC{ and aC2 (Figure 16b and 23a). At the anterior
central midline (aCz) two distinct peaks were visible, a negative peak at
480 msec and a positive peak at 600 msec. The auditory P580 differed from
the visual PS00 in that its negative component was distinct and (arge in
amplitude at most lateral and peripheral frontali and central sites.

3. Response Fotentials

in response-registered averages, mean EMG onset was 65 msec before response
movement onset in the visual move trials and 90 msec before response In
auditory move triails. Since the auditory and visual waveforms were
similar, only the auditory waveforms will be discussed:. The topography of
movament-reiated potentials was similar to the right-handed movement
potentials of our current bimanual study (see Section V.D.1). The
movement-reiated potentials consisted of a slow ramp-like shift (RP),
commencing about 360 msec before response onset, and a peak-like wave
(N3S5), commencing at about the time of average EMG onset and peaking 55
msec after response onset (Figure 6):, These two components were localized
to a few electrodes, and had slightly different topographies (Figure 15).
Also, the morphology of the whoie movement-related waveform exhibited
distinct differences at various electrodes. The RP consisted of a
left-lateralized negative shift, strongest at C! and aC1, and visible also
at Cz, aCz and aC2, and a corresponding positive wave occuring in two
distinct regions: one |eft-sided (aP3, P3 and a0t) and the other
right-sided (C4, aP2, aP6 and P4). The NS5 peak exhibited a robust
negative component similar in topography to the negative RP component, but
extending also to midiine and left frontal sites and totally absent at Ct.
The positive component of NS5 was present only at left-hemisphere sites
(C5, aP3, P1, and C3), and was largest at C3, Unilike the RP, the positive
componant of N335 was absent from the right hemisphere. The topography of
N33 (see Figure 15) may be tentatively interpreted as reflecting the
activity of the right-hand region of the motor cortex, which could
conceivably produce a current source strongest at aCt and aCz, and a
corresponding ourrent sink strongest at C3, The bifurcated positive
topography of the positive RP component is puzzling, as is the i{ack of any
RP shift preceding the positive component of N55 in several electrodes (C3,
aP{ and aP3), and the absence of the NS5 peak at C1, where the RP negative
shift is strong. Thase findings suggest the activity of muitiple
generators, an issue which is currently being examined in a study of right
and left-handed response movements.

C. initial Analysi

The results of initial NCP Analysis of this data are discussed in Section V
below,

Iv. JHE ADIEEG J11 ANALYSIS SYSTEM (Development also sponsored by the
26
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Office of Naval Research, the National Science Foundation, and the USAF
Schooi of Aerospace Medicine).

A. Qverview of The New System

A third generation system, ADIEEG iIli, has been developed to perform
multi-stepped sequences of analysis on large amounts of data (Figure 7).
it has the capacity to handie 64 channels of BP data, plus & channeis of
other physiological information. Over a dozen simul taneous users are
handied for data collection, analysis and program development. Over {2
man-years of senior programmer time were expended over the past three yeaars
to implement and test this system, which may be one of the most
comprehensive systems currently being used for brain potential research.
The hardware consists of similarly configured PDP11-60 and PDP11-45
computers, with 800 and 400 MB fixed disks respectively, extended memory
busses and 1.25 MB main memory each., Other peripheral devices include
9-track tape drives, terminals and modems, graphics devices and printers,

and an 80-channel A/D converter: The RSX multiprogramming operating system

is used. The following functions are performed: (1) experiment control,
with on-line selection of stimuli and task-difficulty according to the
participant’'s performance, and digitization of up to 70 channels at 256
samp les/secC} (2) tinite-impulse-response digital filtering for selected
passbands; (3) eye-movement contaminant filtering (see Section V.E.1)§
(4) sorting and pruning of data sets by up to 30 stimulus, response,
performance and other variables so that experimental conditions do not
differ in irrelevant factors (see Seotion (V.B)} (3) computation of
current-source densities (CSDs) from the scalp potential distributions (see
Section V.D)j {(6) computation of averaged ERP and CSD waveforms, and
interactive programs for determining the latencies, calibrated amplitudes
and integrated energies of visually selected peaks; (7) computation of
cross-correlations, power spectra, and Wigner Distributions (combined
time-frequency domain) (see Section V.B.,2); (8) statistical and heuristic
primary feature extraction and within-subject normalization of data (see
Section V,A); (9) univariate and |linear multivariate statistics using the
8MD package; (10) nonlinear, adaptive-iayered-network, multivariate
pattern recognition which determines invariant features in sets of
single-trial data; and (11) time-varying , multichannel |inear models of
event-ralated signals., All stages of data management, signal processing
and analysis are documented in printed or graphic form. Finally, a
menu-orientaed "analysis operating system”" has been impiemented to automate
the execution of the many subprograms handl ing data sets of up to 500 MB,
greatly reducing the time reaquired for each compiete analysis.

8., The ADISORT Program for Formation and Balancing of Data Sets

Special attention is focused on the preparation of data sets, since we feel
that this is a highly neglected aspect of experimenta! control. In order
to form balanced pairs of data sets for each hypothesis, the total set of
artifact-free trials from each recording is submitted to the ADISORT
program. This is an intaractive program which displiays the means, t-tests,
and histograms of the distributions of about 350 variables for pairs of data
sets selacted from the total set of edited triais, Pairs of data sets can

27
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PATTERN RECOGNITION SYSTEM
RECORD DATA
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Movement
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and
Data Collection

i Potvgraph Experiment Control

PREPARE

DATA
Nenrophysiologicai Data Beh;vioul Data -

* Signal conditioning ® Select sets of trials balanced between

o Artifact d " . experimental conditions for: stimulus,
riifact detection cognitive, performance and response-

* Eye movement correction related variables

* Inspect averaged evoked time series

(¥}

L
COMPl'J'I'E FEATURES FROM EACH TRIAL

® Form overlapping 80-175 msec. data windows

® Apply digital filters (optional) s

® Decimate filtered time series (optional)

(%)

* Compute features from time series values

o~
EXTRACT SPATIOTEMPORAL NE;JROCOGNITIVE INFORMATION

* Use a nonlinear, .svered-network pattern
recognition algorithni to determine subsets
of features, trials, windows, and channels
with neurocognitive information

= B
ANALYZE AND MODEL NE.UROCOGNITIVE PATTERNS ::‘:"f.-.j

* Compute Wigner distributions -
¢ Estimate time delay between channels

® Derive time-varying multichannel models T

Figure 7. The ADIEEG recording and analysis system for neurocoghitive R
rasearch:. Capacity is 64 brain potential channeis pius & channels for s
several other physiological signals. Data bases up to 3500 megabytes
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be Quickiy inspected for significant differences in these variables, and
pruned of outlier trials until they are balanced, usualiy to an alpha of
+2. The ADISORT program facilitates the handling of large amounts of data,
and permits a high degree of control of variables unrelated to the
partioular hypothesis, including the effacts of eye movements. It outputs
labeled lists of trials which are then submitted to the signal processing
and analysis programs of the ADIEEG system. '

\

For our current bimoda! and bimanual studies, the avaiilable variables
include modality and magnitude of stimulus number, responding hand,
response onset time, response movement force, velocity, acceleration and
duration, response outcome ("win" or “lose"), error from target pressure,
adaptive error tolerance measure (current performance level), and order of
the trial within the recording session. Aiso inciuded are indices of eye
movement, EMG@ activity and arousasl, which are measures of integrated energy
in the vertical and horizontal EOG channels, the EMG channe! and the Pz
eleactrode, raspectively, computed in separate 500-msec intervals before and
after the onset of cue, stimulus, response and feedback.

in addition to inspection of experimental variables and formation of
balanced data sets, the ADISORT program can be used to form data sets
acocording to § posteriori hypotheses, such as low vs. high error, or short
VS, long response times. it allows salection of sets of trials according
to a particular oriterion, such as a narrow range of reaction times.
Figure 8 illustrates the improved definition of movement-ralated potentials
in & stimulus-registered averaged waveform computed from a data set that
was pruned to a narrow range of reaction times.

\L DEVELOPMENY AND JRIAL APPLICATION OF NEW ANALYSES (Development aiso
sponsored by the Office of Naval Researoh, the National Science Foundation,
and the USAF School of Aesrospace Medicine)

A. Analysis of Sets of Sinale Jrials
1. Rapid Scanning Measure

Expansion of tha number of channels recorded greatly improves spatial
resolution. However, the increased volume of data (up to 100 megabytes per
person) necessitates a means of selecting important channels, intervals and
trials to reduce the amount of data prior to final single-trial analysis of
spatial interdepeandencies. Analysis of single-trial data sets suggests
that some triais lack clear task-related signals (Gevins, et al, 1384), an
observation consistent with visual observations (Figure 9). A means for
determining trials, channels and intervals with significant signals was
neadad. Multichanne! features such as correlation are useful tools for
measuring relations between signais, but the combinatorial explosion of
channel combinations makes such measures cumbersome for scanning !arge data
sets. 8ingie ohannel measures are preferable because of their low
ocomputational requirements. This led to the development of a "scanning”
method to seleot optimal subsets of signal-bearing trials, channeis and
intervals, and to improve SNR for correiation-based measures:. This maethod
uses & single-channel measure of filtered amplitude as a feature for
pattern recognition. Trials without consistent task-related signals are

28
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November 13, 1984 (56)
rejected if the pattern recognition algorithm is unable to discriminate
them from sets of “baseline” data known to have a low event-related signal
(see Section V.A.2.,b).,

A reasonable criterion for @ scanning method for single trials is that it
yield high classification scores in channels and intervals which have
significant peaks in the average waveforms:. The obvious candidate for a
single-channel measure is the time series values themseives:. An initial
study was performed using visuospatial task data from a single person
(§502), Segments of the time series 80, 120 and 180 msec in length (128 Hz
sampiing rate) were used as analysis windows. Using the negative log of
the significance of between-task (move vs:. no-move visuospatial task)
discrimination as the output variable, the progression of discriminability
over time was observed for each channel by advancing the analysis window
one data-point at a time. In the P3a interval (266 to 445 msec), the PZ
channel had a robust resulit, consistent with the average ERP (Fig. 101},
The sama measure was applied to the data from participant AVO7 performing
the auditory/visual numeric judgment task over a wider range of latencies,
The resuits are shown in Figure 12 in topographic "head” format. (See
Figure 11 for explanation of the topographic head displays used for the
figures in this section.) Significant but weak between-task differences
occurred primarily in the intervals centered at 250, 313, and 375 msec,
raflecting activity related to the N242 and P313 peaks elicited by the
infrequent no-move stimuli.

The time series was then lowpass filtered at 7 Hz to remove alpha and beta
components: The filter was a 17 point |inear-phase FIR design with 20 d8
attenuation (.01 power gain) at 16 Hz, so that decimation by 4 produced
only minor aliasing error, Yhis produced results with better between-task
discrimination (up to about 80%) (Figure 13).

2, Application of Scanning Measure to Within-Task Analysis
a. Precue interval Baseline
1) Stimylys-Registered A/V Move Tasks

The purpose of the scanning measure was to choose trials with a clearer
tash-related signal, The “reference’ ensemble of features should ideally
be derived from intervals with no task-related signal so that
signal-bearing trials can be optimally discriminated, in the bimodal
exper iment, the averaged CSDs show a relatively smail amount of energy in
most ohannels prior to the cue, A series of NCP Analyses was performed on .- . :
the visual and auditory move (correctly cued) trials, using a time interval ...
centered 375 msec before the cue as reference. For visual stimul) (Figure - ..
{4a), the analysis interval centered at 117 msec shows & pattern of ®
significant signals related to the NiI{7 peak at posterior sites., Some e
activity can also be seen at occipital sites in the adjacent intervais due ... ..
to overiap in the 125-msec wide analysis intervals centered on these S
closely spaced peaks., The anatomic distribution of significant signals in .~ -
the P2, N2 and P3 intervals corresponds oniy approximately with the
averaged CSD topographies:. This may be due to the use of the pre-cue EEG ®
as reference, which is certainiy not free of task-reiated activity. in the
slow wave (SW) interval, the pattern of significant signal sites is .
separated into anterior and posterior regions, as might be expected for the .
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! Figure 11, Topographic “head- displays for NCP Analysis results and
CS0 ampiitude distributions. Thirty-eight channels are shown; the 11
peripheral CSD ochanneis were not analyzed. In these diagrams, the
front of the head |is up, the snalysis intarval centerpoint (in
mitiiseconds) is given underneath, and the NCP resuits are indicated
as dot-densitias corresponding to the negativa log of the significance
level of pattern recognition oclassification at the individual
eleotrode sites (darker density = higher significance lavel)., The NCP
significance scale is at the top of Figures 12-16, while the CSD scale
is given below in Figures 14-16.

ETR N 8 s

eTe. . DEERN e
‘a e ’ ‘ .
et St <
e B .

e LT
‘r ey, e
PSRN,

e
[}
S i e
N P
o oy )
L '.‘x.',' . 1 'e
S gttt A
raatatia b

PR EP NN Y




..”,lm. IR Bt T I A B iR S At S et il S S P ——y "y Ty - T e % e, e =
RS L N R [N R . - . R :

STIMULUS EVENT

AVO0?
TASK CODE 1
RAWVMN
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VISUAL MOVE VS. NO-MOVE, . UNFILTERED

JOIE

1
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ONSET
250 313 375 438 500 563 625 €88

Figure 12, Single channel scanning measure using data-points from
unfiltered single-trial time series as features for pattern
recognition. Disorimination of correctiy oued (move) vs. miscued
(no-move) AVO7 visual trials., Analysis windows 120-msec wide were
centerad at 16 {stencies from 250 msec before to 6§88 msec after
stimulus onset. Eleotrode sites with higher significance levels are
indicated by higher density of dots. (See Figure 11 for explanation
of "head"” disgrams).
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l . . ML
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i AUDITORY MOVE VS. NO-MOVE, FILTERED
, 1 P2 N2 P3 S.W.
;3 -500 -125 62 109 172 242 305 55
i Figure 13, Single-channe! socanning measure using filtered data.

Three data points from single-trial time series lowpass filtered at 7
Hx were used as features for between-task pattern recognition,
- Disorimination of correotly cuaed (move) vs. miscued (no-move) trials,
- in separate analyses of visuval (top) and auditory {bottom) conditions.
' Significance levels of disorimination are higher and more anatomically
! distinot, especially Iin the N2-P3 range, than those achieved using
unfiltered data (Figure 12), Filterad time series are used in the
single-ohannel soanning analyses in Figures 14-16, (See Figure 11 for
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2 explanation of “head” diagrams.)
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November {3, 1984 (56)
visual slow wave, which is negative frontally, positive posteriorly, and

weak at central locations. in comparison, the auditory siow wave (SW)
pattern is distributed over a singie centro-parietal area (Figure 14b).,
For auditory stimuli (Figure 14b), the pattern of significant-signal sites

ralated to the auditory N109 peak is anterior, strongest at iateral central
sites (Ct, C2, and C3), with weaker activity at some far lateral frontal,
precentral and parietal sites, The auditory P171 pattern is aiso mostly
anterior, but is strongly focused at right-sided lateral central and
precentral sites adjacent to the midiine., The P242 pattern shows some
correspondence to the CSD distribution, but with a right-sided
preponderance of significant signal sites.

2) Response Registered A/V Tasks
The results of the response-registered analyses were similar for visual and
auditory trials (Figure 15). in the 3 intervals leading to movement onset,

corresponding to the slow readiness potential (RP) shift, the significant
sites were predominently left-sided, strongest at central sites next to the
midiine, and increasing in strength with the EMG onset. In the interval
centared on the maximum post-response peak of the movement-rejated
waveforms (N62 in visual, NS5 in auditory), there was a large increase in
the number of sites and strength of the significant signals, corresponding
well in anatomic distribution to the positive and negative components of
these peaks in the CSD waveforms. Note that discrimination of activity in
the EMG channel persists into the |last interval, centered about 300 msec
after response onset, while significant cerebral signals are almost absent.

b. “Random Data” Baseline
1) Method

Although the energy in the pre-cue averaged waveform was low, it was not
2ero, perhaps due to task-related preparatory processes, No fixed time
interval in an experiment is really representative of a "neutral!l” baseline
state. A statistical technique was therefore developed to generate an
ensembie of refarence data which would approximate a “neutrail” baseline
having minimal stimulus-registered activity and average statistical
properties similar to each channel of recorded data. Simply put, this
technique averages task-related signal statistics over the whole trial by
synthesizing a locally stationary process for each channel from randomly
chosen epochs of recorded EEG. This process has first and second order
statistics which should differ from those of the underiying base!ine EEG
only by small time-independent constants. To compile the set of
pseudo-basel ine data, registration points are chosen at random within the
recording epoch, For each channel, the features are the filtered and
decimated time series values in the intervals immediately foilowing the
registration points, The ensemble of such intervals over all task
conditions serves as the reference class. The data set representing the
task-related signals is composed of intervals centered on the latency of a
particular peak of the averaged waveform,

implicit to this idea of a randomized data reference is an assumed model,

x{(t) = nit) ¢ s(t)
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f Figure t4a, Within-task single-channel scanning measure of visual
. move trials using pre-cue time series as reference data (top),

compared with the averaged current source density (C8D) distributions,
at the oenterpoint latenoy of each NCP Analysis interval (bottom).
- NCP Analysis intervals were 123 msec wide, except for the prestimulus
" and SW epochs which were 230 msec wide. Channels without signifiocant e
task-related signals do not appear in the NCP resuits., (See Section R
ViAi2:.a.1 of text for discussion, and Figure t1 for explanation of e

“head” diagrams.)
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Figure 140, Within-task single-channel scanning measure o
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Figure 13, Within-task single-channel scanning measure of

response-registered move trialis using pre-ocue time series as reference
data (top), with averaged CS8D distributions at ocorresponding latencies
(bottom) . Visual trials are shown in upper haif, and auditory in
lowaer half. The significance level of discrimination of the
right-hand EMG@ channe! is shown at the bottom right ocorner of the NCP
heads.: NCP Analysis intervals were 230 msec wide.
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November 13, 1984 (S6)
where x(t) is the observed process, nit) is a wide-sense stationary colored
noise process, and s(t) is & non-stationary signal process. FfFor
simplicity, we assume an additive |inear model, However, very tittie 1s
assumed about the characteristics of n(t) and s(t), and non-stationarity is
permitted., In practice, these two processes may be very similar and in
fact may well have neariy identical power spectra below 8 Hz. The
fundamental difference between them is the non-stationarity of the signal,
which is time-locked to experimental events. The influence of this
non-stationarity on the sum can be greatly reduced by the introduction of a
random variable which is uniformly distributed between 0 and T-w, where T
is the trial length and w is the analysis window laength:

@ ~Uio, T-wl
Then the first order statistics of x(t+08) are (for 0 (= ¢t (= w) :

E(x{t40)) = ECn(t+6)) + E(s(t+B))

The noise term is clearly constant over t, since n is stationary, The
second term is the expected value of the locail time average of the signali,
and is also a constant, Thus, the sum is constant, and not a function of
time. The second order statistics are

ECx(t1 + ©) x(t2 ¢+ ©)) = EZn(ﬂ+9)n(Tﬂ9)5 + EZS(+7+5)5(74+9)3
+ESn (1140 s (1,46)] + Efs(t1+0)n(12+ 6)3

For each of these terms, the expectations are nearly identical for any
choices of t1 and t2 such that (t1 - t2) is constant, since nearily atl of
the possible times will be equally likely (the time points considered may
differ for as many as w points out of T-w possible points), For w (( T,
the individual time dependencies can be dropped, yielding

ECxiet + @) xtt2 + @) = & (H1-12) + R, (hi-Ta) # Lo (1) + Ksn (£-7)

Therefore, x{(t + ©) is locally (for 0 (= t (= w) stationary. Also, if

Rss (0) << K!\'\ 60)

and

Ens (0) L RenC0) << £y (o)

(smail task-related signal power, smali correlation between signail and

noise), then
Knu( < fh'\

Thus, & locally stationary process has been manufactured with small
constant time-independent differences in first and second order statistics
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Figure 16a. Within-task single channel! scanning analysis of visual
no-move (miscued) trials (average of trials per channel; range 18-74
per ohannei!) using randomized time series as reference data (top),
with C80 distributions at corresponding latencies (bottom). (See !
Beoction ViA:2:b.2 of text for discussion.)
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Figure 18b, Vithin-task singie-channel socanning analysis of auditory
no-move (miscuad) trials (average of 43 trials per channel; range
37-33 <trials per channei) using randomized time series as reference
data (top), with CSD distributions at corresponding latencies
(bottam) .
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from the theoretical underlying baseline EEG process.

2) Application to Miscued (No-Mgve) A/V Data

NCP Analyses using randomized-data reference sets produced stronger, more
anatomically distinct resuits than analyses using pre-cue data as reference
(compare top of Figures 16a and 16b with 16c): Anaiyses of the no-move
trials of participant AV07 for the infrequent miscued visual (Figure 16a)
and auditory (Figure 16b) stimuli produced sequences of patterns consisting
of electrode sites with task-related signals strong enough to allow 65-75%
of the single trials of the task to be discriminated from the random
basel ine data. The intervals centered on the N1, P2, N2, P3 and siow wave
(SW) peaks show a progression of task-related patterns which overlap in
time, For miscued visual stimuyli (Figure 16a), a right-lateralized pattern
at occipital and posterior parietal sites is evident in the Nt17 interval,
and also in the overlapping P180 interval., The auditory P109 interval
(Figure 16b) lacks this posterior pattern; the significant signals occured
at midliine and lateral central and precentral locations., In the
prestimuius interval centered 500 msec before stimulus onset (500 msec
after cue), there is a posterior, right-iateralized pattern resembling the
posterior pattern of the visual N117 interval., This is especially evident
in the visual condition (Figure 16a), but is also visible in the auditory
condition (Figure 16b). This interval spans the early CNV ("0°) wave,
which is known to depend on the modality (in this case visual) in which a
cue is presented:. The anterior patterns in the visual Ntt7, P180, N242 and
P313 intervals may reflect the overlapping activity of these components, as
wail{ as the CNV resolution. This is due in part to the overlap of the
125-msec wide analysis intervalis centered on these closely spaced peaks.
The visual P180 and auditory P172 both have strong anterior patterns
focused at Cz, and in the visual P180 interval strong also at anterior
central sites (aCt1, aCz and aC2). In the N210 interval for auditory
stimuli the anterior pattern moves forward to precentral sites, where it is
right-lateralized and strongest at aC2, whereas in the visual N242 interval
there is not much change. In the auditory P297 interval, there is a strong
pattern consisting of midliine sites from Fz to aPz, and lateral precentral
sites (aC1 and aC2), with strong signals aiso at right santerior parietal
focations (aP4 and aP6). In contrast, the visual P313 pattern lacks the
midiine sites, and resembles the auditory P297 pattern oniy at the lateral
precentral (aC1 and aC2) and anterior parietal (aP4 and aP6) sites:. This
reiative modality dependence of the P3 amplitude distribution may be due to
the much greater amplitude of the rarer auditory no-move peak, and to
over lapping effects from tha modality-dependent N2 peak:. The slow wave
(§W) interval does not overlap adjacent analysis intervals, and a clear
difference between visual and auditory conditions can be seen., The visual
SW pattern is divided into separate anterior and posterior regions, as
might be predicted from the siow wave distribution for visual stimuli. The
auditory slow wave pattern is more evenly distributed.

3. gonclusion

From these results, it seems that the single-channel scanning measure
achieved its aim of reducing the data set by isolating intervails and
channeis with task-related signails prior to measurement of between-channel

timing reiations., The poor temporal resoliution of the scanning measure
32
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Figure 18, Use of pattern recognition to seleot sets of individual trials
with aconsistent task-related signals., The averaged waveform of the
original 199 trials is at top. The middle “purified” waveform is the
average of 181 trials which were ocorrectly disoriminated from pre-cue data
by the pattern-recognition algorithm using data points from a 123 msec
interval ocentered on the P2 peak. There is an enhancement of the NY, P2
and N2 peaks, as wall as the pre-stimulus and pre-movament siow potantials,
even with 34% fewer trials than the original average. Tha 68 incorrectly
olassified trials produce an average waveform (bottom) which lacks
resemblance to the original average and is dominated by ongoing EEG
soctivity.
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results from its application to lowpass-filtered data. This will not
affeot results of the second pass of NCP Analysis which will achieve good
temporal resolution by measuring interchannel timing reiations on
unfiltered data.

‘-‘ .

B
RN Y]

8. Averaqed Evoked Time Series Analysis
'- 1+ ‘Pyritied” ERPs

A great deal of effort has been expended in attempts to form improved
estimates of the averaged ERP (see reviews in McGillem, et al., 1381, de
Weerd 19813 and Gevins, 1984)., Most methods assume that task-related
signals are present in every trial and aiso have inherent assumptions about
the atatistical properties of signal and noise. wWe have developed a
. method for ERP estimation without these assumptions. To do this, separate
- averages are formed from ¢trials which are correctiy or incorrectly
classified by the singlie-channel scanning pattern recognition procedure
described above (Figure 17). |In the averages of correctly classified
trials, the ERP peaks are enhanced in comparison with the original averages
(Figure 18):, The averages of incorrectiy classified trials resemble the
background EEG. Several dozen applications of this technique suggest that
it is successful in identifying trials with poor SNR, and provides a simple
method of ERP estimation without the § priori assumptions about the
characteristics of an unknown signal made in techniques such as Wiener or
minimum mean-square error filtering:. While the classifier we use is a
- nonlinear, Ilayered network algorithm, similar “purified ERPs" were also
i obtained with simpler discriminant functions such as those produced by the
widely available BMOP7TM program.

Y o SR

The simplified procedure may be summarized as follows: 1) Filter the
single triais to remove alpha and beta components; 2) Decimate the
N resuiting time series to produce features for a simple (Fisher) linear
. disocriminant function:. Choose points from a time region of interest as one
class, for exampie the P3 peak. The other class can be timepoints from an
interval with low average energy (such as the pre-stimulus). Preferably,
. the reference class may be obtained by the “random data” baseline technique
- described in the previous sectiong 3) Compute the Fisher discriminant
. function from these classes and attempt to classify the feature sets; 4)
;' Compute the average of the unfiltered trials corresponding to the filtered
.- trials which ware correctly classified in (2), This is the enhanced ERP
eastimate.

2, Wianer (lime-Fregyency) Digtribytions

The ERP waveform is a function of time and does not provide explicit
tfrequency information. Power spectra of ERP waveforms provide frequency
information but obscure time-dependent phenomena:. A view of the spectrum
as it ochanged over time would give a new view of the evolution of different
fraquency components of the ERP, A simpie approach would be to compute the
spectrum over highly overlapped windows of the average ERP, However, such

WL _DERCHTIN

a “spectrogram® would smear together events within each analysis window.
= while there is an unavoidable trade-off between frequency and time
'; resofution (known as the Heisenberg Uncertainty Principlel, the spectrogram
i is an inflexible way of determining this choice. The octave-band filters
"
i 33
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Figures 19 a &k b, Two representations of 8 average ERP channeis for "move”
and “no-move” visuospatial tasks. Looking down onto the top of the head,
the nose is at the top of eaach set of 8 channeis. Figure 19a shows the
average time series of 40 no-move and 37 move triais: These trials were
selected by a statistical pattern recognition algorithm as having
consistent task-related signals whioch differed between the move and no-move
tashs., Three of the most commonly studied ERP peaks are indicated on the
Pz ochannel of the no-move task. Of these, the P3 peak is larger in the
infrequently oocourring

no-move task, Figure 19b shows the pseudo-Wigner Distribution of the
snalytio signal of the same data. This representation shows that the
event-related processes are changing rapidly in both time and frequency.
The first moment along the time axis for each frequency is the group delfay,
while the ftirst moment aiong the frequency axis at each time is the
instantaneous frequenoy. There is a build-up in energy after the stimulus,
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November 13, 1984 (56)
of de Weard (1981) at least optimally trade off time resolution for
frequency resolution in diffterent observed bands, but the choices are stili
pre-determined and inflexible, A preferred method is to compute a function
of time and frequency cailled the Wigner Distribution (Claasen and
Mechk lenbrauker, 19803 Janze and Kaizer, 1983) which approximates the
instantaneous energy for a given time and frequency. Its correspondence to
such a function is only approximate, because it can have negative values,
and because the Uncertainty Principle still requires us to give up some
frequency resolution for a narrowing of time resolution, However, the
Wigner transformation gives a raw "distribution” which can be averaged over
many different time and frequency regions to give valid energy estimates.
Thus, the Wigner Distribution is a basic time-frequency function without
fixed resolution trade-offs. in fact, all other time-frequency
distributions of the general type called the Cohen class (Cohen, 1966),
including the spectrogram, can be derived as time-smeared versions of the
Wigner Distribution, In practice, the “purified® ERPs show strong enough
energy “peaks” in the Wigner Distribution that very simple interpretations
of the time and frequency loccations of signhal energy are valid. This 1s
true because local averages will ail show the predominance of energy in the
observed peak ragions.

The Wigner Distribution is defined as

W, (t,w) = :f: e x (T+ %) x*(F-%) dt

with x(t) the average ERP, omega the frequency variabie, and tau the dummy
integration variable, (Note: in practice, finite intervals are analyzed,
giving rise to the windowed or "Pseudo” Wigner Distribution. For properly
windowed signals, this causes & minor blurring in the frequency direction,
but no bLlur in the time direction). integration over time or frequency

yields the power spectral density and the instantaneous power functions

respectively, i.@.,

LW dt = (Yool & [ Wt dos [xen]?

Fur ther,
! 0
T tw) = T .j T W (t, ) dT

the expected value of the time variable is the average time, which may be
viewed as the group delay, and

Q= T Lo o Watho)dw

-—

the average frequency value for each time point is the instantaneous
frequency.

The WVWigner Distribution is actualiy bast calculated from the analytic
signal of the “purified” average, which is the complex-valued signal whose
real part is the original time series, and whose imaginary part is the
Hilbert Transform of the real part, The magnitude of this complex time
series is the tamporal envelope of the real time series.

34
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Figure 19 shows the (Pseudo) Wigner Distributions for several channels of .
the average of correctily classified trials for participant SS02 in a )
previous visuomotor experiment,

Figures 20 through 23 show (Pseudol) Wigner Distributions for several
channels of the average of correctly ciassified trials for AVOT7.

‘!

C. Jest of Principal Components Analys:s (PCA) for
Dafini Analysis Wind

Principal Components Analysis (PCA) has become a standard procedure for
primary feature extraction in ERP analysis, Recently, this procedure has
come under criticism from a variety of quarters (Gevins, 1980; Rosler and
Manzey, 19813 Hunt, 19845 Wood and McCarthy, 1984; Gevins, 1984).
Questions have been raised concerning its assumptions of normal data
distributions, orthogonality of variance from different physioiogical
generators, and invariance of ERPs across trials, as well as the
appropriatenass of rotating factors. Studies using synthesized waveforms
have indicated misallocation of variance among factors and suboptimal
feature extraction (Wood and McCarthy, 1984). Nevertheleass, we tested the
usefuiness of PCA for determining the time intervals for single-triai
between-channel correlation analysis, OQur previous method was to center
analysis windows of a standard size on ERP peak latencies for each
participant as assessed by an expert from the averaged ERPs. An effactive
automated method of intsrval selection could possibly provide greater . —
precision and objectivity, especially in the case of overlapping
“components” ., To this end, a series of PCAs with Varimax rotations were
performed on subaverages of “move' and "no move" trials from the data of
one to four participants in a previous study (Gevins, et al, 1983, 1984),
Averaged digitized values were lowpass filtered (McClelian-Parks filter
with outoff at approx. 30 Hz) and decimated by 2 to reduce the number of - —
variables in the PCA, Analysis windows were then set according to the -
iatencies where the significant factor loadings for “large” factors (i.e,

those representing the most variance) were consistently large over &

continuous time interval. Ten to thirteen factors were required to account

for more than 90% of the variance} of these, some were similar in latency

and duration to peaks in the ERP waveforms, while others were not.

[,

Further, the amount of variance accounted for by factors corresponding to ’
the peaks which were maximally different betwaen conditions were not always
correspondingly large. None of the PCA-determined windows performed as

well in between-task pattern recognition analysis using single-trial
correlations as the 180-msec wide windows centered on the manualiy-picked

ERP peaks. It is difficult to determine which of the possible problems

with PCAs Iled to its inferior performance as a means of determining e

intervals for pattern recognition analysis of correlations:, The conclusion
we draw is that use of windows centered on the manually picked ERP peaks is
superior for our purposes.
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November 13, 1984 (356)
trom Potential Distributions

In order to sharpen the spatial localization of brain activity recorded at
the scaip, we convert the event-related potential time serias to current
source densities (CSD)., This method computes the curvature of the
potential distribution (the Lapilacian transform) at each eilectrode site.
This reflects the sources and sinks in the fiow of electrical current at
the scalp, which presumably reflects the emergence and re-entry of currents
through the skull (Hjorth, 1975, 1982). The advantages are that: 1) the
CSDO is independent of the choice of reference electrode site; 2) the
activity of current sources outside the ring of electrodes immediately
adjacent to a particular site are suppressed, and as a resvit; 3) the
crosscorrelation between scalp electrodes due to volume conduction is
reduced. wWwhen applied to ongoing EEG, it was reported that the
interelectrode correlation is reduced by a factor of 2 to 4, depending on
the distance between electrodes (Hjorth, 1973). The ability of this type
of transform to provide sharper localization of sources of abnormal
electrical activity has been demonstrated in several clinical EEG studies
(Spehr, 18763 Hjorth, 1982).

We are using CSD derivations in two studies of evoked electrical time
series: a visuomotor numerical judgment study comparing right- and
left-handed response movaments, and the bimodal (auditory/visual) numerical
judgment study described in this report:, The former was recorded with a
26-electrode montage and the latter with a 49-electrode montage. After
applying the CSD transform to each single trial, averaged event-related
CSDs were computed, and the latencies of the major peaks determined
{Section 1i1). Then the sets of single-trial data were submitted to the
first scanning stage of NCP Analysis (as described above) in intervalis
cantaered on these peak latencies.

We have implemented the CSD transform in software, using measures of
interelectrode distances determined in two ways: reconstruction of the
three-dimensional positions of the electrodes using a stereo
photogrammetric system (see next section), and direct measurement of o
interelectrode distances with a flexible ruler, S

Since the electrical activity at scalp locations outside the area covered
by the electrode montage is not available, CSDs calculiated for peripheral °
electrodes of the montage have fewer “"correction” terms, and the validity T
of their amplitude is quastionable: These electrodes are excluded from Sl
further analysis.

3
Averaged event-related CSDs have a higher degree of spatial resolution than .. -]
corresponding referential ERPs (Thickbroom, et al, 1984)., For example, in ° 1
movement-registered ERPs for finger movements, the readiness potential! (RP) Kk
and post-movement positivity (PMP) are widespread over frontal and central
sites, with ilarger amplitudes at central sites contralateral to the DRI
responding hand (Figs. 24 and 25). in the corresponding averaged CSDs A
these components are more localized. The RP and PMP exhibit distinct phase .- =
reversals batween the anterior midline central electrode (#Cz) and just one
or two lateral electrodes opposite to the responding hand (C3 and aP1 for
right hand movements; C4 for left hand movements), This may be an
indication of a localized current source midway between these sites, near

...............
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November 13, 1984 (36)
the cortical motor area tor hand and finger movements: The CSD time ser:es
for central sites ipsilateral to the responding hand are quite flat in the
recordings examined to date. Such an interpretation is in agreement with
measurements of event-reiated magnetic fields. Similarly, for both
auditory and visual stimuli, the primary sensory peaks (N100) are more
localized in the CSDs than in corresponding ERPs (see Figures 4 and 5},

2, QDetermining Electrode Pogitions

in order to determine the precise positions of the electrodes for current
source density transform and spatial deconvoiution, we used a system of
stereophotogrammetry developed for orthodontic use, A series of stereo
- pictures of the participant’'s head with electrode cap in place was taken.
B The eleactrode positions in the photographs were digitized on a digitizing

table, along with fiducial! marks added by the camera. Computer software

then reconstructed the three-dimensional positions of all eliectrodes. This
was done for 2 participants. For one person, before and after measurements
were made to investigate the stability of electrode positions across the
recording session. The cap was found to be riding up at the back of the
head by as much as 17 millimeters. In subsequent recordings we have
amelioriated this problem by allowing the cap to settie before applying
ejectrodes., The measures of electrode distances before and after the
recording session were used to calculate current source density transforms
to assess the dependence of CSDs upon variations in measurements. These
CSDs differed only slightly, although individual interelectrode distances
differed by as much as 10%. We are currently determining electrode
distances for CSD transforms by measuring pairwise in“erelectrode distances
with a flexible pliastic ruler. The standard deviations of these distances
across persons were under 3 mm, averaging about 2 mm., This consistency
suggests that a standard set of interelectrode distances may be used,
especially since the sensitivity of the CSD transform to small variations
in measurement is slight.

E. Artifact Detection and Filtering
1. Eye Movement Contaminants

The general problem of artifact filtering is more difficult than that of
artifact detection. Filters of various types have been developed to remove
artifacts from brain signals, with the most effort directed towards
removing eye movement potentials (EOG)., Although Johnson and associates
(Johnson, gt al, 1979) have made & good initial start using optimal digital
filters, the removal of muscie potential contaminants (EMG) remains
unsolved. Current techniques for removing eye movement artifacts rely on
subtraction of a weighted, simuitaneously recorded EOG signal from each EEG
channel, an idea first put into practice by Girton and Kamiya (1973}, and
recently improved by several laboratories. Verlager, gt ai+ (1982) present
the following method, typical of most current filters: record an EOG
channel from electrodes above and below one eye, determine mathematically
what an sppropriate “scaling factor” should be for each EEG channeil, and
then subtract the EOG signal muitiplied by its corresponding scaling factor
from each EEG signal; repeat the procedure using an EOG electrode placed at
the outer canthi for horizontal eye movements. The method most commoniy
used to determine the scaling factor tends to reduce the amplitude of the
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EEG signal as well as remove the contaminating eye-movement signalis.
Gratton gt al. (1983) attempt to remady this problem by removing an
estimate of the underlying event-related EEG and EOG activity prior to
calculation of the scaling factors. Fortgens and de Bruin (1983) record
four (oblique) EOG derivations, and calcuiate four scale factors to obtain
better estimates of vertical and horizontal EOG contaminants. This appears
to offer improved resuits, particularly in frontal and prefrontal channels,

While these algorithms represent good first approximation eye-movement
artifact filters, & number of improvements remain to be made. In
particular, the transmission of EOG potentials along the scalp and through
intervening tissues would seem to be frequency dependent, thus requiring
different scaling factors for different frequencies. Although this was
first suggested by Whitton, gt gl. (1978), it was only recentiy that
"short-time" spectral subtraction algorithms were fully applied to this
problem (Bonham, gt al, In Prep.). In this method, differences in the
spectral signatures of eye movement and brain signals are used to create
filters which remove eye movement contaminants from each trial (Fig. 26).
Estimates are computed for the spectral density of the vertical and
horizontal eye movement channels, and the cross-spectral density of the eye
movement channels with each of the brain signal channels. Convoliving the
inverse Fourier transform of the ratio of these two quantities with each
trial of eye movement channels results in estimates of the eye movement
contamination of the brain signal for that triat, This estimate is
subtracted from each trial of each brain signal ochannel. The system
transfer function estimate is updated periodically by computing new values
for the spectral and cross-spectral densities from recent trials. In
initial evaluations the method appears to work very . well (Fig. 27),
exceading the performance of the Gratton et al. (1983) amplitude
subtraction method (Fig. 28) as assessed by a decreased ability to
distinguish unartifacted from filtered trials using @ nonlinear classfier.

2, ‘Artifact Database
B Q!gg!lgw

The current methods for editing poiygraphs rely on the off-line procedure
of detecting artifacts by visual inspection. Such a procedure is very
labor-intensive. This database is a first step in the generation of
algorithms which will evenually replace visual editing by an automated
editing proceass.

A database was assembled of eaight types of artifacts identified by visual
inspection of the EEG’'s strip chart for the bimanual study. The study
involved scalp recordings made from twenty-six sites, and additional
channels for vertical and horizontal eye movements and for muscie
potentiais from the flexor digitorium, aPz was used as the reference
electrode, A Bioelectric Instruments Model AS-64P amplifier with .10 to 50
Hz passband (12 db/ootave rolloff) was used with a full-scale gain of 120
uv. EEG's were monitored on two eight-channel Beckman Accutraces and on
one sixteen-channe! Beckman Accutrace:. Paper speed was set at 135 mm/sac.

The eight types of artifacts are: vertical eye movements (VEOG), horizontatl Y
eye movements (HEOG), muscle contamination (EMG), electrode sways (SWAY), D

38
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| |

1 | TOTAL GROSS MID I CQUE STIM MOVE  FDBK

| ! 1

I VEOG | 1938 840 1098 | 851 306 375 406

| | 43% 57%) 44% 16% 19% 21%
| | {

| HEOG | 1752 269 483 | 186 115 213 238

! | 32% 68%1 25% 15% 28% 32%
{ l !

| SWAY | 6985 1062 5923 11917 1769 1679 1620

| | 15% 85%! 27% 25% 24% 23%
I ! |

I POP | 176 34 142 |+ 33 18 45 80
1 | 29% 71%I 19% 10% 26% 45%
| | |

I GV | 3650 2227 1423 11218 876 769 7817

| | 61% 39%! 33% 24% 21% 22%
( [ l

I PUL | 4910 270 4640 11216 1225 1239 1230
i i 5% 95%! 25% 25% 25% 25%
| | |

| BYG 1 2123 - -— 1 593 501 504 525

I 1 | 28% 24% 24% 25%
| ( (

I DUL | 3824 - -= 1 956 956 956 956
| | | 25% 25% 25% 25%
| | |

e - e wm —— o — e m— e — —— - — e e . e = e o o m—

TABLE 3:

Distribution of Artifacts in Data Base.
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gross movements (GMO), electrode pops (POP), electrode drying up, loose or
dead (DUL), and pulse and EKG (PUL), The criteria according to which the
artifacts were characterized will be discussed below. The goal of this
study was to provide a database for the generation of algorithms which will
permit the eventual automation of the current visual editing procedure.

One run from each participant was randomly selected for analysis. This
provided a total of 9 sampie runs, representative of the beginning, middte
and end of the 35 to 7 hour recording sessions. Each artifact was
characterized according to where it occurred in @ given 6 sec trial of the
run, is@ey during the cue (CUE), stimulus (STIM), movement (MOVE) or
feedback (FDBK) events of each trial. Therefore, in any given trial, a
single artifact could bhave occurred at four places; since there were
generally 171 trials per run, there were 684 possible occurrences (4 x 171)
of each type of artifact, More than one artifact couild have occurred
simultaneousiy., Artifacts were aiso characterized according to whether they
were gross or moderate (VEOG, HEOG, SWAY, GMO), and regular or irregular in
the case of the contamination by puise (PUL)., EMG and DUL were not
evaluated according to degree of severity.,

Table 3 shows the total number of each type of artifact that occurred over
all the runs included in this study, as weil as the proportion which were
identified as gross or as moderate. In addition, Table 3 shows the
distribution of the artifacts across the four types of events in terms of
absolute number and in terms of what proportion that number represents of
the total number of occurrences.

be Criteris for ldentification of Artifacts.
VEOG: Contamination by an eyeblink was considered to be gross VEOG
artifact, Gross VEOG artifacts often contaminated the frontal (aFt, aF2,

F3, F4) brain channels and represented forty-three percent of the total
number of VEOG artifacts, An exampie of gross VEOG contamination is found
in Figure 29, Moderate contamination generally occurred as a resuit of
movement of the VEOG electrodes and represented fifty-seven percent of the

total eye contamination:, An example of moderate VEOG contamination is
shown in Figure 30.

HEOG: Saccades or shifts due to horizontal gaze were the most common types
of HEOG artifaot. An HEOG artifact was identified as baing gross if it
exceedad approximately 400 msec in duration or about 50 uv in amplitude.
Overall, 32% of the HEOG artifacts were considered to be gross and 68%
moderate:. An example of a gross HEOG artifact is shown in Figure 3t., An
exampie of moderate a HEOG artifact is shown in Figure 32,

SWAY: Electrode sways appearing on the strip chart write-outs may be o 1
largely attributed to movements of the electrode wire or to movement of the S
qQuick insert ball in the plastic holder, Movement of the hat itself or RS
small subtie head movements may also be reflected as a sway of an SC

electrode. A sway with a peak-to-peak drift exceeding approximately 100 uv e
in 2 sec was considered to be » gross artifact., More moderate sways ware o
characterized with a peak-to-peak drift of |ess than approximately 100 uv - 4
in 2 seo) or alternatively with an ampiitude drift exceeding approximately
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100 uv over a longer period of time:. Table 3 shows that the distribution
of sways was about constant across all events., Essentialliy, this means ti.at
sways tended to occur throughout trials, and not at brief intervals within
® a trial. In addition, as shown in Table 3, 93% of the sways were noted to
be moderate and 135% to be gross:. An example of a gross electrode sway is
shown in Figure 33. An example of a moderate sway is shown in Figure 34.

ELECTRODE POPS: The degree of severity of the electrode pop was determined
according to its amplitude. Those electrode pops with an amplitude

¢ exceeding about 50 uv were considered to be gross, with moderate eilectrode
pops having an amplitude of less than about 50 uv:. Table 3 shows that 81%
of the electrode pops were considered to be moderate, and 19% gross. An
example oOof a gross aelectrode pop is shown in Figure 35. A moderate
electrode pop is shown in Figure 36,

o GROSS MOVEMENT: Large deviations (artifacts) in the EEG tracings are often
the result of head movement. In these cases, the resulting artifact was
identifiad as being gross, as distinguished from a more moderate artifact
due to movement, when the size of the signal saturated the strip chart for
that channel. Sixty-one percent of the movement artifacts were identified
as being gross, and 39% were identified as being moderate. Examples of GMO /

o contamination, gross and moderate, are shown in Figures 37 and 38, °® )
respectively.

PULSE/EKG: The contamination by puise or EKG, a transient periodicity in
the EEG) was characterized as either raeguiar or irregular. Pulse was
characterized as irreguiar (93%) primarily, and was characterized as being -
o reguiar only a smaill proportion of the time (5%), An exampie of regular ;“""":
puise is shown in Figures 39, An example of irreguiar pulse in the EEG is -
shown in Figure 40. R

EMG: Muscle potential (EMG) contamination of the EEG was also identified, 'fg
and was notad to occur especially in the frontal and temporal channeils. It N
o was notad that EM@ present during the CUE event tended to remain present P
throughout the entire trial. Examplies of EMG are shown in Figure 41 for ) 3
frontal channeis and Figure 42 for temporal channels.

ELECTRODE DRYING UP/LOOSE/DEAD : This type of artifact was due to poor (if
any) oconduction between the scalp and the electrode. The contact may be
o insufficient, (looses Figure 43) as a resuilt of the conductive gel drying

up. A dead electrode (flat EEG trace: Figure 44) tends to indicate that 1
there is no conduction at all, It is not surprising, then, that when the e :
artifact was present in one event of a trial, it was present for the entire .- .
trial. These types of artifacts ware not considered in terms of degree of R
severity. SRS
. ® 1
3 °*
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